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TL;DR:
1.Training Transformers on a mixture of Markov chains reproduce many 

in-context learning (ICL) phenomena.
2.The model can decomposed into algorithms and the resulting phase 

diagram naturally explains the transient nature of ICL.
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Algorithmic phases of in-context learning
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ICL can be transient when there exists a more complex solution (Bi-Ret) better performing 
in-distribution which emerges later in training than the out-of-distribution generalizing solution (Bi-Inf).
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Why can ICL be transient?


