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Overview

• Alignment methods depend on high-quality handcrafted 
instruction and preference data.

• The goal is to build systems that adhere to the 
contextualized values embedded within

  unstructured text
• Contextualized values can stem from individuals, 

communities, companies, and other sources.
• An end-to-end methodology to effectively align LLMs with 

values that are implicitly and/or explicitly engraved in the 
unstructured text.
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Models:
• seed : mistral-7b-instruct-v0.2
• teacher: mixtral-8x7B-Instruct-v0.1

• Our method outperforms related 
competitive methods when evaluated 
using automatic metric & win-rates

• ⚠ Integrating RAG on aligned model 
hampers performance

• ‼ UDHR aligned models improves 
general safety

EQiciency and eQectiveness study using two use 
cases:
• Business Conduct Guidelines
o Corporate business guideline that provides 

set of principles & rules for employees
o 46 pages covering values like conflict of 

interest, discrimination, harassment, 
transparency, etc.

• UDHR
o Universal Declaration of Human Rights 

document by the UN
o Sets out fundamental human rights and 

broad range of civil, social, cultural, and 
economical rights

o UDHR is one of the sources for 
Constitutional AI principles.
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