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Introduction
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 Time series imputation task can act as a prerequisite for other time series-related tasks.

 In time series forecasting task, time series data serves as both input data and training labels, which 
places high demands on time series imputation.

Time series forecasting

Downstream
tasks, such as

Wind power

Solar power

Battery

Decision making

power grid

Load demand

Grid
Dispatch[1]

Time series
imputation

Multi-time step attribution
Attribute
on   

Act as 
train data

[1] Di Piazza A, Di Piazza M C, La Tona G, et al. An artificial neural network-based forecasting model of energy-related time series for electrical grid management[J]. Mathematics and Computers in 
Simulation, 2021, 184: 294-305.



 The accuracy of time series imputation may not necessarily reflect the accuracy of its application in 
downstream forecasting tasks.

 There is currently no universal time imputation method that can outperform other methods on all 
datasets and evaluation metrics.
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[1] Wang J, Du W, Cao W, et al. Deep Learning for Multivariate Time Series Imputation: A Survey[J].

Table 3 in [1]   Toy example   



 Problem Statement

Method
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 First-order approximation

 Kernel-machine approximation
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 Intuition

 Discussion

Use                           to approximate Use                          to approximate 

Constant
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 Discussion

For SGD

For Adam

 Final Approximation Problem

(Let                                be                 , and                       )

will be an algebraic function with only a finite number of monotonic intervals. 
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 Approximation Result

 Accleration method



Experiment
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 Imputation Evaluation

Corr: The correlation between estimated gains and retraining gains.

Accuracy: Accuracy of sign estimation for retraining gains.

Fig. Comparision with true gain Fig. Comparision with accleration method



Experiment
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 MSE↓in the downstream forecasting task

  Combining different imputation methods can generally benefit the down stream forecasting.

  As the number of segments in the acceleration method decreases, the advantage slightly decreases, 
but it is still maintained.
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Other downstream work. Optimization?
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https://github.com/hkuedl/Task-Oriented-Imputation
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