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MODEL MERGING

• Model merging or model fusion, combines the

parameters of multiple models with unique strengths

into a single, unified model.

• Unlike ensemble methods, which require high

memory and processing power, model merging

consolidates knowledge into one streamlined model,

reducing computational costs, memory usage, and

latency.

• This efficient technique enhances generalization

across tasks and is ideal for resource-constrained or

low-latency environments, as it does not require

access to the original training data or extensive

computation and training.



TASK VECTOR

The vector encodes the information related to the task that the 

fine-tuned model learned. For example, if the fine-tuned model 

learns to summarize text, the task vector would represent "text 

summarization ability."



LORA , PEFT
LORA/PEFT reduces the number of parameters that need to be updated 

during fine-tuning, making the process of finetuning faster and more 

memory-efficient, while maintaining performance on downstream tasks. 



GEOMETRIC MEDIAN
The geometric median is a point in multidimensional space that 

minimizes the sum of distances to a set of given points.



METHOD
• In our approach, the fine-tuned LLM’s we used had 23 encoder blocks and 23 

decoder blocks, and each encoder or decoder block has LoRA ith dimensio

and LoRA

• ∆W = BA is the corresponding task vector of a given fine-tuned LLM for a 

given encoder/decoder block ( parameter matrix of the 

• We flatten all these task vector matrices to a high dimensional vector     

R 1×419  and then find the geometric median of all these flattened 

vectors treating each of these vectors as a point in multidimensional 

space to get a "net task vector" for that block which is finally added to 

the corresponding block in the pretrained base LLM after reshaping to 

the original size                 of block’s parameter .

• We are finding the geometric median , so that our model is able to optimally 

perform in all the tasks.



WEISZFELD
ITERATIVE 

ALGORITHM
The Weiszfeld algorithm is an iterative method used to compute the geometric median of 

a set of points in multi-dimensional space.



WEISZFELD
ITERATIVE 

ALGORITHM



RESULTS

The table compares the performance of merging various number of models using 

two methods: GeoMed, which computes the geometric median of task vectors, 

and WeightAvg, a baseline method that computes the average of all task vectors. 
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