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INTRODUCTION

RESULTS

SETUP METHODOLOGY
 Independent and identical distribution 

(IID) of data for each task across the 
agents

The agents communicate coefficients 
associated with the model updates 

Each layer’s subspace partitioned into 
two subspaces: Core Gradient Space 
(CGS) & Residual Gradient Space (RGS)

⮚ Training at the edge utilizes spatially as well as temporally distributed 
private data.

⮚ Hence, training algorithms that enable efficient continual learning 
over decentralized data become crucial.
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Task-wise Compression for 5-Datasets (Ring topology)

 Theoretical analysis of CoDeC yields a convergence rate of O  1
𝑁𝑁𝑁𝑁

 D-EWC & D-SI: Elastic Weight Consolidation (EWC) and Synaptic Intelligence (SI) 
adapted to a decentralized setting to establish baselines

 Dimensionality of RGS reduces as the task sequence progresses.
 Consequently, it suffices for agents to communicate less with their peers.
 Compression ratios range from 2.1x (task 2) to 4.8x (task 5).

N: no. of agents, K: total training iterations, T: total tasks, 𝒘𝒘𝒊𝒊𝒊𝒊 : mixing 
matrix, 𝜂𝜂: learning rate, 𝑁𝑁(𝑖𝑖): neighbors of agent 𝑖𝑖 ∈ 1, N

𝐌𝐌𝑙𝑙 : CGS Matrix, 𝐎𝐎𝑙𝑙 : RGS Matrix

Orthogonal projection              �𝐠𝐠𝑖𝑖𝑘𝑘 = 𝐠𝐠𝑖𝑖𝑘𝑘 − 𝐌𝐌𝑙𝑙 𝐌𝐌𝑙𝑙 𝑇𝑇𝐠𝐠𝑖𝑖𝑘𝑘

Update 𝐌𝐌𝑙𝑙 and 𝐎𝐎𝑙𝑙 for each layer 𝑙𝑙

NOTATIONS

TRAIN()

Lossless Compression!

Local model update 𝐱𝐱𝑖𝑖 = 𝐱𝐱𝑖𝑖𝑘𝑘 − 𝜂𝜂�𝐠𝐠𝑖𝑖𝑘𝑘

Gossip-averaging 𝐱𝐱𝑖𝑖 = 𝐱𝐱𝑖𝑖 + ∑𝑗𝑗∈𝑁𝑁(𝑖𝑖)𝑤𝑤𝑖𝑖𝑖𝑖 (�𝐱𝐱𝑖𝑖𝑘𝑘 − 𝐱𝐱𝑖𝑖𝑘𝑘 )

Coefficient computation 𝐪𝐪𝑖𝑖𝑘𝑘 = 𝐱𝐱𝑖𝑖 − 𝐱𝐱𝑖𝑖𝑘𝑘 ,𝐜𝐜𝑖𝑖𝑘𝑘 = 𝐎𝐎𝑙𝑙 𝑇𝑇𝐪𝐪𝑖𝑖𝑘𝑘

Reconstruction 𝐪𝐪𝑖𝑖𝑘𝑘 = 𝐎𝐎𝑙𝑙 𝐜𝐜𝑖𝑖𝑘𝑘,   �𝐱𝐱𝑖𝑖𝑘𝑘 = 𝐪𝐪𝑖𝑖𝑘𝑘 + �𝐱𝐱𝑖𝑖𝑘𝑘

Send(Receive) 𝐜𝐜𝑖𝑖𝑘𝑘 (𝐜𝐜𝑖𝑖𝑘𝑘)

MOTIVATION

SOLUTION

⮚ CoDeC, a novel communication-efficient decentralized continual 
learning algorithm

 Catastrophic forgetting mitigated with orthogonal gradient projection
 A lossless communication compression scheme based on gradient 

subspaces

CHALLENGES OF DECENTRALIZED CONTINUAL LEARNING

Communicate after every mini-batch 
update        high communication cost
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Task 1 Accuracy over the course of 20 tasks from Split MiniImageNet
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