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Who we are?

• Tencent AIPD

• Team Tinytron

How we win? /  What we Learn?

—— Model Development

• Challenge Breakdown

• Establish Baselines

• Push the Limits

—— System Optimization

• Challenge Breakdown

• Memory Footprint

• Latency
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• Tencent AI Platform Dept. (AIPD): Central Hub for AI Research and Applications in Gaming

• Founded in 2016, We are a trailblazer of AI + Gaming in China.

• Research Scope: Decision AI (Massive RL) + Generative AI (Large Models)

• Industrial Application: 30+ regions, 50M+ DAU, 1B+ daily API calls, 700+ patents

• Team Tinytron: Close Collaboration between AI Algorithm Researchers and System Engineers

—— Model Development and Evaluation

—— System Optimization for Edge Device

Lvfang Tao Linhang Cai Renjie Mao

Yongguang Lin Xiaowen Huang

FineArt (2016~)
Adopted in Training Program of

China’s National Go Team

LuckyJ (2023~)
1st Mahjong AI reaching

the 10th dan on Tenhou.net

Juewu-MC (2021)
Champion of NeurIPS 2021

MineRL Competition (Sample Efficient RL)

WeKick (2020)
Winner of Google Research

Football Simulation Competition

AI Coaching (2024~)
Voice Coaching for MOBA Game HoK

On-Device Deployment of TTS Model
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• Data: Obtain Best-Possible Training Data from Allowed Sources

• Cleaning: Heuristic Filtering & Quality Rating

• Mixing: Efficient Data Composition

• Generation: Get Data in Target Domain with Pruned Model

• Training: Achieve Faster Convergence with Curated Data & Allowed Teacher Model

• Pruning: Minimizing Loss on Evaluation Tasks

-> Gradient-Based Pruning with Distillation (Track1)

• Continued Training / Pretraining: Maximizing Capability Recovery / Improvement on Evaluation Tasks

-> Continued Pretraining with Distillation (Track1) / Efficient Pretraining (Track2)

• On-Device Optimization

• Reduce Memory Footprint

• Reduce Inference Latency
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• Tradeoff: Quality vs Quantity

• We adopt the OH2.5-ELI5 fastText classifier open-sourced by DCLM-Baseline [1]

• We compare pruning outcomes of different quality thresholds

• Data Mix: Step-by-Step Selecting of Optimal Mixing Ratio

• C4 (Quality Filtered)

• Alpaca (Bilingual Augmented)

• C4 (Code Relevant, Heuristically Filtered with Keywords & Domain Name)

Track1 (Baseline): Data Processing

[1] Li, Jeffrey, et al. "DataComp-LM: In Search of the Next Generation of Training Sets for Language Models." NeurIPS 2024 

Track Datasets and Benchmarks, www.datacomp.ai/dclm.

http://www.datacomp.ai/dclm
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• Solving Pruning Mask with Distilled Gradient

• Like Sheared LLaMA[1], we perform gradient-based 

optimization to solve the structured pruning 

problem.

• Weights and masking variables are jointly optimized.

• Key difference is we compute Kullback–Leibler

divergence against teacher logits for more accurate 

and noise-tolerant gradient, guiding quick recovery 

of the pruned model.

• Longer-Term Continued Distillation

• The pruning experiment is inefficient as two copies 

of teacher model weights persist along the training. 

(1 copy is frozen, the other is active)

• When pruning mask becomes stable, we perform 

structured pruning, then use internal training 

framework (based on Megatron-Core) for compute-

efficient continued pretraining on the pruned model 

(via distillation).

[1] Xia, Mengzhou, et al. "Sheared LLaMA: Accelerating Language Model Pre-training via 

Structured Pruning." The Twelfth International Conference on Learning Representations.

Baseline: Continued Distillation on Qwen 3.9B
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Continued Distillation on Qwen 3.9B

(with Student-Generated Data)

Batch Generation of Instruction Dataset

(with Pruned Student Model)

Iterative Pruning with Distillation on Llama 3.8B

(with Student-Generated Data)

Construction of the CodeExercises Dataset
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Simple Comparison

(at fixed LR=1e-4)

Progressive Pruning & Continued Distillation

For Llama3.1-8B-Insturct

Normalized Average Performance

(6 Public Tasks)
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• Baseline

• Heuristic Filtering & Quality Rating (same with Track1)

• Split into chunks (C4 English)

• MAP-NEO Chinese pipeline (C4-zh)

• Improvement: for math and multi-round ability

• Further filtering C4-zh based on sentence structure

• Construct idiom cloze multiple-choice QA pairs by replacing idioms in Chinese text with “__”

• Rule-based generation (Simple math, multi-round QA pairs, list/dict manipulation)
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• Baseline: Curriculum Learning with Learning Rate Annealing (Referencing MiniCPM)

• Stable stage

• Relatively coarse-grained data

• High & Stable learning rate

• Doubling batch size during training

• Decay stage

• Add high quality data 

• Alter proportion of chunks with different qualities

• Exponential (half-life) decay

• Improvement: Mitigating Overfitting

• Attention & hidden layers dropout

• Limit the maximum repetitions for each dataset
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• 1st Attempt: Baseline 

• Architecture: QKV bias on / QK LayerNorm

• Basic Data Filtering / Mixing

• Curriculum Learning with Learning Rate Annealing as 

MiniCPM

• 2nd Attempt: Final

• Enhanced Data Filtering / Mixing / Generation

• Mitigating Overfitting: Adopt Dropout in attention & 

hidden layer
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• Memory optimization

• Modifying mlc-chat-config.json for reduction of memory 

occupancy of intermediate tensors

• Set max_batch_size to 1 since the client only needs 

one user interaction

• Set prefill_chunk_size to 16 for balancing prefilling 

and memory occupancy

• Set context_window_size to 512 or 768 as needed

• Force the function getting global memory to return 16GB

• Inference speed optimization: 

• Transpose weight layout for flexible computing

• Prefill Matmul operation

• Template: dl.gpu.Matmul()

• Modify Decode Matmul operation

• Template: dl.gpu.GEMV()
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