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After removal of adipose regions, attention 
was stronger in tumor regions.Removing adipose regions resulted in a true positive prediction.

In slide “test_066”, CTransPath had FN, and attention was 
concentrated in adipose regions. Attention was relatively weak in tumor regions.

Adipose tissue from slide “test_066” (highlighted in yellow) 
was added to all other positives slides.

Adding adipose tissue to positive slides changed 
true positive predictions to false negatives.
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feFigure 3. Adipose tissue may cause ABMIL models to miss metastases. a, b, Attention 
was high in adipose regions in a false-negative slide. c, d, After removing adipose regions, 
the true positive prediction was rescued, and attention was high on tumor regions.

Figure 4. HIPPO outperforms attention in identifying prognostic tissue regions. We trained 
prognostic models using PORPOISE on TCGA-BRCA and TCGA-SKCM for overall survival. Then we 
used HIPPO to measure the effects of tissue regions on predicted prognosis. a, In low-risk specimens, 
HIPPO greedy search identified regions that drove more consistent and more negative risk scores than 
attention (BRCA left, SKCM right). b, In high-risk specimens, top 1% attention regions sometimes drove 
lower risk scores. HIPPO greedy search, on the other hand, identified consistent drives. c, TILs were 
sufficient to lower risk, and d, TILs were necessary for low risk to a degree.

• Attention-based multiple instance learning (ABMIL) is the 
predominant method for modeling specimen-level classification 
tasks in computational pathology.

• Attention is the de facto standard for interpreting these models, 
but it does not quantify direct effects on model behavior.

Motivation
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Figure 1. HIPPO explainability framework. a, For ABMIL, non-overlapping patches are taken from the 
whole slide image and embedded with a frozen model. To construct a counterfactual (i.e., “What if?”) bag, 
we add or remove tile embeddings. b, The effect of high attention regions can be measured by masking 
high attention patches and compare model outputs. c, We developed search algorithms for de novo 
feature identification.
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What if only one patch of 
tumor were present?

What is the effect of each patch of 
tumor in a positive WSI?

What if all tumor was removed 
from the positive specimens?

What if normal specimens 
contained a metastasis?

What if the positive specimens 
contained only tumor tissue?c d e

f g h How many tumor patches are 
needed for a positive prediction?

Figure 2. Understanding the role of tumor in metastasis detection. a, The CAMELYON16 
dataset was used, and b, models performed well. c, When removing tumor regions, however, 
some models called many specimens positive. d, Removing non-tumor tissue improved sensitivity 
in four of the five models. e, Tumor was sufficient to drive positive detections.

a b c

fd eRegions found by attention Regions found by HIPPO Regions that drove FN but 
were missed by attention

Regions that drove FN but were 
missed by attention

• Measure the effect of tissue regions on model behavior.
• Test tissue-based hypotheses using trained models.

Objective

• HIPPO generates counterfactuals via the addition or removal of 
patches for an ABMIL model (Fig. 1). We measure the change 
in model behavior induced by the counterfactual.

• HIPPO search finds patches that either drive the highest or 
lowest effect for a prediction and can identify the regions that 
are necessary or sufficient for a prediction.

• We used HIPPO to explain models for metastasis detection, 
prognosis, and IDH mutation classification.

Methods

• Quantified the necessity and sufficiency of tumor regions for 
metastasis detection and identified model limitations (Fig. 2).

• Adipose tissue sometimes caused false negatives (Fig. 3).
• HIPPO reveals that models learned about prognostic effect of 

TILs in breast cancer and melanoma (Fig. 4).
• HIPPO identified regions that drove false negative IDH 

mutation prediction in glioma (Fig. 5).

Results

Figure 5. HIPPO identifies regions that drive misclassifications. We trained IDH 
mutation classifiers using the EBRAINS dataset. a, The models performed well. We then 
applied HIPPO greedy search to the false negative classified specimens to identify the 
regions that drove the misclassifications. b, Removing high-attention regions did not 
significantly change model outputs. Removing patches identified by HIPPO, however, 
significantly increased the model probability of IDH mutation.

Removing TILs increases risk.c dTILs are sufficient to lower risk in high-risk specimens.

b In low-risk specimens, HIPPO identifies regions that drive 
lower risk to a greater degree than high attention regions.
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a In high-risk specimens, HIPPO identifies regions that drive 
higher risk, whereas high attention regions have mixed effects.

H
ig

he
r c

on
tri

bu
tio

n 
to

 h
ig

h 
ris

k
H

ig
he

r r
is

k

H
ig

he
r r

is
k

• We introduce HIPPO, an explainable AI method designed to 
address limitations of attention.

• HIPPO enables rigorous model evaluation, bias detection, and 
quantitative hypothesis testing.

• As the field of computational pathology continues to evolve, 
quantitative methods like HIPPO will be crucial in ensuring that 
AI tools are deployed responsibly and effectively.

Conclusions

HIPPO
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