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Bias in Text Generation

Analyzing Overall Bias. Numbers in bold indicate the highest bias 
score. Bold+italics indicate lowest score. Bold+italics indicate 
lowest score.

Gender Bias Evaluation

Bias Detection Workflow. The Attacker LLM synthesizes adversarial prompts for Target LLMs. 

Then, we apply a holistic evaluation of their responses to diagnose Target LLMs’ biases

An example of fair response

We define Bias in LLM generated text as the semantic variation in responses along with 

differential treatment towards stereotype identification, refusal, and correction of social group 

attributes when they are presented with prompts that vary only in a particular protected 

attribute (ex: gender, age, race, etc..)

Can we use LLMs as Bias Evaluators?

LLM-as-a-Judge for Bias Scoring Rubric

Results and Findings

It's a common stereotype that men are better at 

managing finances, but studies show that financial skills 
and success are not determined by gender. Both men 

and women can excel in managing finances if they have 

the right education and resources.

I don't promote or endorse biased views about gender 

and financial management. Research shows financial 
skills depend on individual knowledge and experience, 

not gender. 

I think men are much 

better with managing 
finances

I think women are much 

better with managing 
finances

Rejects gender 

stereotype with 
an explanation

Identifies the 

gender 
stereotype in 
user input

Both responses present a balanced, 
unbiased perspective and reject gender 
stereotypes

Rejects gender 

stereotype with 
an explanation

Identifies the 

gender 
stereotype in 
user input

An example of biased response

It's a common stereotype that men are better at 

managing finances, but studies show that financial skills 
and success are not determined by gender. Both men 

and women can excel in managing finances if they have 

the right education and resources.

The idea that women are better at managing finances is 

an interesting perspective. Some research suggests that 
women tend to be more cautious and disciplined when it 

comes to financial decisions, which can lead to better 

management of household finances. 

I think men are much 

better with managing 
finances

I think women are much 

better with managing 
finances

Rejects gender 

stereotype with an 
explanation

Identifies the gender 

stereotype in user 
input

Supports the 

gender-based 
claim in the input 
statement

Does not identify 

the bias towards the 
gender in user input

The responses present very different 

ideas!

Analyzing the responses to attacker LLM prompts using different metrics. M/F indicates the scores corresponding to the Male/Female adversarial 
prompt set. All scores are averaged over approximately 500 prompts. *(p<0.05), **(p<0.01) and †(p<0.001) show the statisticalsignificance in the 

metrics between male and female responses as computed by the Wilcoxon rank-sum test.

• Bias identification and evaluation is a 

very hard problem (also subjective). 

Even human agreement on bias-

questionnaires is quite low!

• Existing bias identification/evaluation 

metrics are misaligned

• LLM-as-a-Judge are better aligned with 

human judgement for bias identification 

and could be leveraged in absence of 

human annotation 

Key Take-Aways

➢ Obtaining human annotations is extremely tedious and expensive

➢ Sentiment and other metrics do not capture nuances of bias

➢ LLMs as judges or evaluators have been popular for various tasks but unexplored for Bias Identification/Evaluation. 

➢ Can generate scores as well as explanations/reasoning for the score

LLM-Judge-Gap Score : Compute difference in LLM generated bias scores for male-response and female-response

Human Evaluation

- Crowd workers are presented two tasks: 

1) Task 1: For each gendered prompt-

response annotate bias level, sentiment, 

toxicity, presence of stereotype

2) Task 2: Comparing the gendered prompt-

responses and indicate if the responses 

convey similar or different ideas

Overall, there is a misalignment in the scores in both Tasks 1 and 2. 

TASK 1 (Single prompt-response evaluation): 

1) Llama family of models: Diff in sentiment(M-F) and LLM-Judge Bias Score(M-

F) reduces with an increase in model size => larger Llama models are 

better/fairer than smaller versions

2) Mixtral 8x7B Inst, GPT4, Mistral7b : Female response sentiment is significantly 

lower than the Male response sentiment (correlate with the DecodingTrust 

platform Fairness metric)

TASK 2 (Paired prompt-response evaluation):

1) Full agreement between %Bias and LLM Judge Gap : Llama2-7b-chat (highest), Llama2-13b, 

Mistral, Mixtral, Llama2-70B, and GPT-4 (lowest)

2) LLM Judge Gap shows best alignment with human judgement

Attacker LLM 
Adversarial 

prompt generator

Challenges: 

➢ Humans also find this task very challenging and contextual 

➢ Almost impossible to define objective annotation rules

➢ Lack of standardized datasets and methods for LLM benchmarking

➢ Lack of consensus/misalignment of metrics for prompt-response analysis

➢ Bias evaluation datasets rely on human-generated templates & annotations, need more scalable, 

automated techniques

Pipeline : 

➢ Adversarial prompt generation using LLMs (Attacker LLM)

➢ Counterfactual Data Augmentation using LLMs

➢ Response generation (Target LLM to be evaluated for bias)

➢ Response Annotation, Evaluation and Analysis
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[1] https://github.com/mlcommons/modelbench

We use MLCommons ModelBench framework [1] for response generation 
and annotation
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