
LVM-Net: Efficient Long-Form Video Reasoning

Introduction

• Existing video reasoning models operate on few minute videos [1]. 

• Video reasoning: model’s ability to understand three properties: what activity

is being performed on what object over what time. 

Inference

LVM-NET

Ablation

(a) Inference Stage 1
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Continual Learning

• Reasoning over hour long videos : challenging on a limited compute budget. 

• Existing solutions: use either frame sampling or clip-based aggregation. 

• Another problem: multiple queries over 

long videos are not supported. 

• ReST-ADL dataset has 6000 activity 

queries on long videos during inference.

• Figure: the number of times “single” frame 

is reloaded in GPU memory by TubeDETR [2].

Results
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(b) Inference Stage 2
Performs reasoning over long videos by using attention to store specific 

information within a fixed memory. 

Two stage inference. Supports multiple queries without reprocessing of frames.

- LVM-Net achieves 18x speedup during inference.

- LVM-Net competitive performance as compared to baselines [1, 2].

Address sampling bias of neural sampler.

- LVM-Net achieves much better performance than random uniform sampling.

- Continual learning loss helps improve the performance
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