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Speculative Streaming:  
Fast LLM Inference without 
Auxiliary Models



Speculative Decoding vs Speculative Streaming
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Speculative Streaming 101
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Architecture
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Example
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Mean walltime speedup on Vicuna and Llama-2 models
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Results
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Comparison with standard draft-target speculative decoding approach 
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Parameter/Memory access
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Conclusion
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The key advantages of Speculative Streaming are as follows

• Achieves substantial 1.9 - 3X decoding speedups and improves 
downstream performance metrics through a single, streamlined fine-
tuning process leveraging multi-stream attention 

• Demonstrates resource efficiency with ~∼10000X fewer additional 
parameters compared to Medusa, Hydra and Eagle, while still 
surpassing them in speedup gains 

• Simplifies deployment by removing the complexity of managing, 
aligning, and switching between multiple models during inference
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