
Training Use Case: Many existing 
datasets like XSTest and 
HarmBench are primarily for 
benchmarking, not training.

Commercial Constraints: 
WildGuard [3] relies heavily on 
GPT-4 data, limiting its 
commercial applicability.

Closed Datasets: Models like 
Llama Guard 3, OpenAI Mod, and 
Perspective API lack 
transparency in training data.

Dataset Gap: Scarcity of 
commercially usable, openly 
available datasets tailored for 
aligning content moderation in 
LLM guardrailing systems.

Adaptable Taxonomy: Fixed or 
rigid taxonomies for existing 
categorically-aware models like 
Llama Guard 3 and BeaverTails.
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Model Training: PEFT (LoRA) using 
Llama-3.1-8B-Instruct as the base 
model.
Safety Labeling: Models trained to 
classify prompts and responses as 
safe, unsafe along with a list of 
violated risk categories.
Evaluation Benchmarks: Diverse 
datasets such as OpenAI-Mod, 
WildGuardTest, XSTest, and Beavertails 
to assess real-world safety 
performance.

Evaluation Metrics: Benchmarked 
against state-of-the-art models (e.g., 
WildGuard, LlamaGuard-3-8B) for 
harmfulness detection and category 
prediction accuracy.

 

Compatibility: Consists of 12 core 
unsafe categories designed for high 
overlap with existing works like Llama 
Guard and MLCommons safety 
taxonomies [4].

Adaptability: Additional 9 Ãne-grained 
categories, standardized from free-text 
input when example is unsafe and none 
of the 12 core categories are applicable.

Dataset Statistics: 35,947 total 
samples, including 16,954 prompts, 
17,225 responses (of which 5,000 
refusals), each with violated categories.

Dataset Sourcing: Prompt diversity 
ensured using a mix of benign and 
adversarial prompts from HH-RLHF, DAN, 
AART, and Do-Not-Answer datasets. 
Responses generated by Mistral 7B v0.1 
since it yields high engagement rates.

Aegis 2.0: A Diverse AI Safety Dataset and Risks Taxonomy for 
Alignment of LLM Guardrails

 

Purpose: New, large, and diverse 
content moderation training 
dataset fully suitable for 
commercial usage.

Data Curation: Sourced 
adversarial and benign data from 
open source datasets and 
generated synthetic data using 
select LLMs.

Data Annotation: 12 trained 
annotators provide dialogue level 
hazard categories as labels. A 
jury of 3 LLMs used to label 
assistant responses.

Usage Validation: PEFT-tuning 
on Aegis 2.0 with Llama 3.1 8B 
Instruct surpasses Llama Guard 
3 8B [1] (tuned on the same 
backbone), and is at par with 
WildGuard[2] providing evidence 
of its utility as a fully open 
source safety training blend.

Robustness: Including topic 
following [2] data improves zero 
shot adaptability to unseen new 
categories.

Open-Source Release: The 
Aegis 2.0 dataset and trained 
model checkpoints will be 
released in the coming month.
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Task Alignment: Topic following teaches 
models to follow speciÃc conversational 
guidelines, ensuring compliance with 
predeÃned rules; combined with safety 
datasets.

Adaptability: Adds out-of-domain 
generalization robustness, improving 
adaptability to unseen safety categories 
like Ãnancial, medical, legal, and NSFW 
generation prompts.

Improving Robustness

Main Results

Training and Evaluation

Response Label Generation: Uses three 
LLMs (Mixtral-8x22B, Mistral-NeMo, 
Gemma-2-27B) to label safety and harm 
categories via majority voting.

Refusal Generation: Augment Aegis 2.0 
with 5,000 refusal samples generated 
using Gemma-2-27B-it using 
specialized deÄection strategies like 
direct refusals, educational insights, 
and safe reframing of harmful queries.

● Achieves performance comparable 
to Wildguard (state-of-the-art) 
using 3x less training data.

● Added advantages over Wildguard 
include (1) generation of a list of 
categories from the prompted 
taxonomy and (2) a commercially 
friendly license for training use.

● Achieves over 92% accuracy on 
OpenAI Mod which has human 
annotated categories.

● Further validated category 
prediction performance on the  
WildGuardTest dataset through 
similar prediction distributions as 
topic modeling over the dataset.


