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Context & related work



Masked Autoencoding MAE effective 
self-supervised learning when scaled

MAE embedding
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Phenom-1: Large Vision Transformer ViTL

● ViTLarge/8, 330 million parameters 
10241 tokens per sample)

● MAE trained on RPI93M for 40 epochs
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Our contributions in this work



General foundation model training approach
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Phenom-1 (MAE-L/8) Phenom-2 (MAE-G/8)

Training Regime Self-supervised MAE Self-supervised MAE

Model architecture Vision Transformer 
(ViT-L/8) 
24 blocks

Vision Transformer 
(ViT-G/8)
48 blocks

Model parameters 330 million 1.9 BILLION (+6x)

Dataset base 93M unique well images Specially curated 
Phenoprints-16M (-6x)

Dataset sampling 3.5 billion crops
== 3.6 trillion tokens

8 billion crops (+2.2x) 
== 8.2 trillion tokens

Training time 20,000 A100 hours 43,000 H100 hours (+4x)
(i.e., >5 GPU-years!)
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Channel-Agnostic 
MAE baseline

● CAMAES/16 15361 tokens per 
sample)
○ Trained on RxRx3 for 100 epochs

● OpenPhenom - new open-source 
publicly available model on 
HuggingFace 🤗 
○ CAMAES/16 but also trained on 

RxRx3 + public JUMPCP data.
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● Inference regime: 36 center 
crops 256  256  6) per well 
2048  2048  6 pixels) → 
80 million RxRx3 images fed 
forward through a single trained 
model to have a comprehensive 
whole-genome evaluation $$

Evaluation: how “goodˮ (in terms of batch effect correction / 
replicate consistency and relationship prediction) are your 
modelʼs genetic representations derived from images?
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Whole-Genome analysis is 
expensive and labour- 
intensive, so letʼs linearly 
probe the model on a small 
dataset to find the best layer.
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New task: Anax
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Final takeaways
● Curated microscopy data = awesome

● Nearly all SSL ViTs we evaluate (MAEs 
and Dino-v2 imagenet baselines) are 
better at intermediate layers

● Linear separability on small datasets 
strongly correlates to performance at 
the whole-genome scale and transfer 
to new datasets for these SSL models 

● Scaled MAE to 1.9 billion parameters 
is SOTA across variety of newly 
evaluated benchmarks
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Questions?

kian.kd@recursion.com
oren.kraus@recursion.com
info@rxrx.ai
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