
COrAL: Order-Agnostic Language Modeling for Efficient Iterative Refinement

Motivation and Contribution
Background
- Iterative Refinement and Self-Correction have emerged as an 
effective paradigm for enhancing the capabilities of large language 
models (LLMs).
- Existing approaches typically implement iterative refinement at the 
application or prompting level, as a multi-turn process relying on 
next-token prediction based on autoregressive (AR) modeling.

Pros and Cons of Next-Token based AR Language 
Modeling
Pros: 
Simplicity → Scalability; 
Zero-shot Generalization; 
Cheap Training Cost; etc.
Cons:
- Sequential generation limits the ability to capture dependencies 
spanning beyond the immediate next token, especially when 
requiring backward context.
- The sequential nature of AR models leads to high inference 
latency, resulting in computational inefficiency for long sequences
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🤔 Research Question
Can we unify the strengths of denoising techniques with order-agnostic 

modeling to enhance the capabilities of AR-LLMs 
while mitigating their respective limitations?

Performance Scaling

• VL:varying-length generation 
• BT: backtrack / look-ahead 
• MV:multi-variable generation 
• MD:multi-dependency (inter-sample connection) modeling 
• FS: fitting feasibility 
• EF: inference efficiency 
• IT: mechanism of iterative refinement
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Training Objective

Target-aware Rotary Position Embedding

Experiment Result
Result comparison of performance (accuracy%), speed (tokens per second), 
and cost (seconds per sample) on GSM8K.

Token-level accuracy

Quality–Speed Trade-off


