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TL;DR:

LLMs restructure their internal representations
to match a task structure given in context.

Preprint

Deeper layers show 
more robust structure.

There seems to be an 
in-context transition!

Semantic priors inversion happens at higher PCs
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There seems to be a 
graph spectral energy 
minimization going on!

Ring geometry with random edge sampling

Energy minimization does happen in 
the “in-context PCs”


