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Adversarial Robustness

Adversarial attacks can significantly harm neural networks performances by 
adding carefully crafted imperceptible noise to the input.



Research Contributions

1. TrackPGD builds the adversarial perturbations from the binary mask.

2. Difference loss is proposed to misleading trackers in providing an accurate binary mask.

3. MixFormerM suffers substantial accuracy (−75%), average overlap (−97%) and robustness 
(−91%) reductions after applying TrackPGD, evaluated on the VOT2022STS dataset.

4. Experimental results also demonstrate that the perturbations generated by TrackPGD 
have a substantial influence on bounding box predictions in tracking benchmarks.



Preliminaries: SegPGD

Y: mask annotation 

fseg(Xadv): Adversarial segmentation map

Xadv: Adversarial image

We must overcome two key challenges to build TrackPGD from SegPGD:

1. While SegPGD operates on multi-class segmentation networks, binary masks only have two 
classes, necessitating the switching of classification labels between pixels.

2. Secondly, the labels in the majority of samples are imbalanced, with the number of object 
pixels being significantly fewer than background pixels.



Proposed method: TrackPGD



Role of LΔ in TrackPGD

The vanilla SegPGD losses vs. the difference loss in the TrackPGD against MixFormerM on DAVIS2016



Object Binary Mask Evaluation



Object Binary Mask Evaluation



Object Bounding Box Evaluation



Conclusion

• We proposed TrackPGD, a novel white-box attack that leverages object binary 
masks to assess the adversarial robustness of transformer trackers.

• We highlighted the effectiveness of our proposed difference loss in impacting 
tracker performance compared to standard segmentation losses such as 
SegPGD. 

• The efficacy of TrackPGD is validated through comprehensive experiments on 
various transformer architecture networks and popular datasets.
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