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1. Introduction

Figure 1. Various adaptation methods have been proposed to enhance the performance of pre-
trained vision-language models in specific domains.
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1. Introduction
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Test samples in real-world applications often
differ from the data used during pre-training and adaptation.

Model robustness is essential.

Source: https://www.pinterest.com/

Source: https://www.pinterest.com/

VQA during adaptation

What is this animal?

VQA on test sample

What is this animal?
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Figure 2. Multimodal adaptation methods are sensitive to image and text corruptions.
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1. Introduction

We want to know
• Which adaptation performs better on which tasks, w.r.t robustness and performance.
• Whether these methods are robust against multimodal corruptions.
• Whether more examples or more trainable parameters assure better robustness
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Figure 2. Multimodal adaptation methods are sensitive to image and text corruptions.
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2. Corruption Methods

Project PageSome examples of image and text corruption
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2. Corruption Methods
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2. Corruption Methods
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2. Corruption Methods
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Figure 3. Corruption methods used in this study.
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96 different levels of image corruption 87 different levels of text corruption
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3. Benchmark

Table 1. Dataset Statistics

Relative Robustness: 𝑅𝑅 = 1 − !"
"*
, ΔP = (P# − P$)

𝑃%: performance on in-distribution dataset
𝑃&: performance on out-of-distribution dataset

Equation 1. Evaluation Protocol
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https://adarobustness.github.io

We have built
11 widely used adaptation methods
20 different image corruption methods
96 different levels of image corruption
35 different text corruption methods
87 different levels of text corruption
7 out-of-distribution benchmark datasets
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4. Results and Analysis

A higher sensitivity towards text corruptions, especially to character-level
corruptions
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4. Results and Analysis
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Language information plays a more significant role than visual information

Figure 4. RR against blank-image corruption.

4. Results and Analysis
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More adaptation data does not consistently enhance robustness.

Figure 5. RR given different size of adaptation dataset.

4. Results and Analysis
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More parameters do not ensure enhanced robustness and some even reduce it

Figure 6. RR given different size of adaptation modules.

4. Results and Analysis
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4. Results and Analysis
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Combining corruptions from two
modalities can lead to a greater
drop in robustness

Figure 7. RR given both visual and text corruptions.
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4. Results and Analysis

Project PageRobustness against natural dataset distribution shift
follows the similar conclusions.

Figure 8. Performance on natural distribution shift dataset (VQA-RAD).
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5. Conclusion
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We have built
11 widely used adaptation methods
20 different image corruption methods
96 different levels of image corruption
35 different text corruption methods
87 different levels of text corruption
7 out-of-distribution benchmark datasets

https://adarobustness.github.io
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5. Conclusion
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We have built
11 widely used adaptation methods
20 different image corruption methods
96 different levels of image corruption
35 different text corruption methods
87 different levels of text corruption
7 out-of-distribution benchmark datasets

https://adarobustness.github.io

We find out
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……
Check our paper for more !
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Thank you!
adarobustness .g i thub. io
chenshuo.cs@outlook .com
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