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Our paper

• Accepted by NeurIPS 2023 as a poster

• Code: 
https://github.com/HXYfighter/MolRL-MGPT
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Background: AIDD

CADD (Computer-aided Drug Development) / AI for Science

Yu Cheng, Yongshun Gong, Yuansheng Liu, Bosheng Song, Quan Zou, Molecular design in drug discovery: a comprehensive review of deep 
generative models, Briefings in Bioinformatics, 6(6), 2021.
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Background: 

: Molecular Generation
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Related Works: RL-based Molecular Generation

• Reinforcement learning (RL) is the most widely-used 
technique in molecular generation.

• Basic idea:
• Actions: adding atoms / bonds / substructures
• Rewards: property scores

• SMILES-based RL
• SMILES——Most popular 1D string representation of 

molecules
• Reinvent: a deep reinforcement learning framework for 

training RNN to generate SMILES

• Graph-based RL

 SMILES: Cc1ccccc1
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Related Works: 
Transformers in Molecular Generation

• Transformer has obtained a great success in NLP
• Generative Pre-Trained Transformer (GPT) has achieved a 

breakthrough in machine conversation

• Transformers has also been applied to the chemical 
language:
• MolGPT
• Chemformer
• TamGent
• ……
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Background: Diversity in Drug Development

• For one design objective (e.g. a protein target), we hope to 
design a set of diverse candidates with desirable properties

• Due to: the gap between in silico scores and in vivo properties
• Diverse candidates can greatly improve the possibility of 

success of downstream drug development
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Our motivation: to promote the diversity in DD

• Previous works tend to generate a set of highly similar 
molecular structures

• Similar: 

• Dissimilar:

• Molecular similarity / diversity can be measure by molecular 
distances

• Our motivation：
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Our approach: MolRL-MGPT

MolRL-MGPT: Molecular design using Reinforcement 
Learning with Multiple GPT agents
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Our approach: MolRL-MGPT

• Using the pre-trained weights 
of the prior model to initialize 
all the n agents

• In each iteration, agents are 
updated in order:
• Each agent generate a batch 

of SMILES strings
• Update the memory, 

experience replay
• Calculate loss by Prior, 

scoring function and other 
agents; update the agent
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Loss Functions

1-st agent:

k-th agent:
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Pre-training

• Mini version of GPT-2
• 6.4M parameters

• Training dataset: ChEMBL (2M), 
ZINC-100M

• Data augmentation:
SMILES randomization

• Unsupervised learning

• Results: valid ratio > 98%
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Experiments: GuacaMol benchmark
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Experiments: SARS-CoV-2

• SARS-CoV-2 (Severe Acute Respiratory Syndrome 
Coronavirus 2) caused the COVID-19 global pandamic.

• For this real-world drug design challenge, we select two 
crucial protein targets to design inhibitors:

PLPro (papain-like protease)     RdRp (RNA-dependent RNA polymerase)
                7JIR [5]                                    6YYT [6]
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Experiments: SARS-CoV-2

• Docking software: Quick Vina 2
For predicting binding modes and affinities (scores) between small 

molecules and protein targets
• Other oracles: QED (Quantitative Estimate of Drug-

likeness), SA (Synthetic Accessibility)
Commonly used in real-world drug design

• Transformation functions:

• Scoring function:



15

Experiments: SARS-CoV-2
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Experiments: Ablation and Comparison



Thanks!


