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From GPT3 to InstructGPT and ChatGPT
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Instruction-following models are more user-friendly

This work studies building these models and creates a simulator for RLHF



Building instruction-following models
Step 1: Supervised Fine-Tuning (SFT)

Human demonstration data collection

SFT workflow 
3



Building instruction-following models
Step 2: Learning from human (preference) feedback

Standard RLHF workflow

Preference annotation interface
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Building instruction-following models
Step 3: Evaluation with human interaction
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elo rating

win rate to ref: fraction of times preferred



Research on instruction-following is hard because…

• for learning from human preference feedback (step 2)


• A. collecting human preferences is costly: takes days to weeks; has 
nontrivial dollar cost


• B. few validated open implementations for common approaches (e.g, hard 
to get RL to work)


• C. no benchmark for open-ended setting; human evaluation is expensive/slow
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I have a method for learning from preferences.  
How do I know if it works for building instruction-following models?
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AlpacaFarm addresses the challenges
Helps you answer “if it works” faster and more cheaply

• A. collecting human preference data is costly


• AlpacaFarm simulates human feedback with API LLM (GPT4) feedback 

• B. few validated open implementations for common approaches


• AlpacaFarm provides reference implementations of popular methods 

• C. no benchmark for open-ended setting; human evaluation is expensive/slow


• AlpacaFarm provides a fast and cheap evaluation backed by real 
usage pattern
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AlpacaFarm is a gym environment
Build and test methods in simulation; deploy in real world
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Build and test methods in simulation; deploy in real world
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AlpacaFarm is a gym environment
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Constructing AlpacaFarm



A. AlpacaFarm simulates human feedback with LLMs

• GPT-4 can simulate human feedback with…


• high fidelity (accuracy to human mode better than human to human mode)


• much lower cost ($14/1k labels compared to $2000/1k labels)
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GPT4

Output (a) is better because…
You are a helpful instruction-following 
assistant whose goal is to select the 

preferred output for a given instruction…



A. AlpacaFarm simulates human feedback with LLMs
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• GPT-4 can simulate human feedback with…


• high fidelity (accuracy to human mode better than human to human mode)


• much lower cost ($14/1k labels compared to $2000/1k labels)



A. AlpacaFarm simulates human feedback with LLMs

• But GPT-4 feedback lacks the variety in human feedback
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A. AlpacaFarm simulates human feedback with LLMs

• The variance in human feedback is actually an important aspect


• Noisy human feedback leads to reward over-optimization


• GPT-4 feedback is less noisy and doesn’t lead to much over-optimization
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A. AlpacaFarm simulates human feedback with LLMs

• To capture the overfitting behavior, we simulate the variance in human 
feedback
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A. AlpacaFarm simulates human feedback with LLMs

• We design 13 simulated annotators by varying prompts and the API LLM


• We add bit-flip label noise to preference labels


• The “noisy pooled” preference simulator has higher variance
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A. AlpacaFarm simulates human feedback with LLMs

• Learning with the “noisy pooled” preference captures the overfitting 
phenomenon in learning from real human feedback
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overfitting



B. AlpacaFarm provides reference implementations

• AlpacaFarm implements and benchmarks 6 methods


• binary reward conditioning


• binary FeedME


• reward modeling + PPO (standard RLHF)


• reward modeling + best-of-n sampling


• reward modeling + SFT on best-of-n samples (expert iteration)


• reward modeling + Quark
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B. AlpacaFarm provides reference implementations
reward modeling + PPO (standard RLHF) improves win-rate
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B. AlpacaFarm provides reference implementations
reward modeling + PPO leads to qualitative changes in model
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B. AlpacaFarm provides reference implementations
reward modeling + PPO leads to qualitative changes in model

22



C. AlpacaFarm provides evaluation backed by usage

• To cover the diversity in usage, we combine the instruction queries/prompts 
from multiple existing evaluations


• Self-instruct, Anthropic HH, Open Assistant, Koala, Vicuna
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• How do we know if this aggregate set of instructions is useful?


• We compare different models on this aggregate set vs live demo user queries


• Stanford Alpaca was an instruct-model hosted live on the week of March 13, 2023


• Any internet user can play with it in that week


• We collected ~300k live demo user queries. Cannot release, but use as guideline 
for creating instructions set for evaluation
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C. AlpacaFarm provides evaluation backed by usage



C. AlpacaFarm provides evaluation that reflects usage

• Rankings of different models are similar for our eval instruction set and live 
demo instructions
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Putting A, B, C together
AlpacaFarm simulator reflects learning and eval with humans

• AlpacaFarm is a simulator for learning from human preference feedback


• Methods ranking in the simulator (train+eval with simulator) correlate well with 
ranking in real human environment (train+eval with human data)
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x-axis: train+eval in sim

y-axis: train+eval in real

Each dot represents a different method or model 
e.g., RLHF, SFT, text-davinci-003 



Takeaways

• AlpacaFarm is a simulator for testing methods that learn from preference 
feedback faster and more cheaply


• API LLMs (e.g., GPT-4) can simulate human feedback. But…


• their preferences may contain less variety than human feedback


• Reward overoptimization may occur during the RL step


• RLHF presents non-trivial gains on SFT. More interpretability work is needed
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