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In this paper, we introduce the Invariance-acquired Domain
Adaptive Hashing (IDEA) model to address the challenges of
unsupervised domain adaptive retrieval. IDEA distinguishes
between causal and non-causal image effects, using causal
features for generating discriminative hash codes enhanced
by consistency learning, and employs a generative model for
synthetic sample intervention, minimizing non-causal impact
to achieve domain invariance. Comprehensive experiments
validate IDEA's superiority over competitive baselines in
cross-domain retrieval tasks.
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Contribution:

Problem Connection. We pioneer a novel perspective that
connects invariant learning with domain adaptive hashing for
efficient image retrieval.

Novel Methodology. Our method not only disentangles
causal and non-causal features in each image following the
principle of the information bottleneck, but also ensures hash
codes are sufficiently invariant to the intervention of non-
causal features.

High Performance. Comprehensive experiments across
numerous datasets demonstrate that our method outperforms a
range of competitive baselines in different settings.
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Figure 1. The framework of the proposed IDEA. 

Table 1. MAP performances on two bench-marking datasets with 64-bit hash codes.

Table 2. MAP performances on the Digits dataset with 64-bit hash codes.
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Figure 2. Top 10 Images and Precision@10 Examples on the Office-31 Dataset
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