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1. Background

• Conditional Score-Based Diffusion Model (Conditional SBDM) for Paired Data 

Paired condition 

data (𝐱) and 

target data (𝐲)

𝐱 𝐲

Forward Stochastic Differential Equation (SDE):

d𝐲𝑡 = 𝑓 𝐲𝑡, 𝑡 d𝑡 + 𝑔(𝑡)d𝐰

Denoising score matching:

Reverse SDE:

d𝐲𝑡 = [𝑓 𝐲𝑡, 𝑡 − 𝑔2 𝑡 𝑠𝜃 𝐲𝑡; 𝐱, 𝑡 ]d𝑡 + 𝑔 𝑡 d ഥ𝐰



2. Motivations

• Why OT-Guided Conditional SBDM?

• Main challenges:
Paired Unpaired Partially paired

• Lacking coupling relationship of data

• Unclear formulation for SBDM

Insufficient paired data in practical applications



3. Contributions

• Optimal transport-guided Conditional Score-Based Diffusion Model  

(Conditional SBDM) for unpaired data.

• An approach to realize large-scale optimal transport based on diffusion model.

• Applications in unpaired super-resolution and semi-paired image-to-image 

translation.



4. OT-Guided Conditional SBDM

➢ For the first challenge, we build coupling relationship using unsupervised OT and semi-supervised OT 

for unpaired and partially paired settings, respectively.  

Unpaired setting Partially paired setting

Unsupervised OT Semi-supervised OT



Semi-supervised OT (Gu et al. 23)Unsupervised OT (Seguy et al. 18) 

Seguy V., et al., Large-Scale Optimal Transport and Mapping Estimation, ICLR, 2018.

Xiang Gu, Yucheng Yang, Wei Zeng, Jian Sun, Zongben Xu. Keypoint-Guided Optimal Transport. JMLR. 

2023, under review.

Unified duality:

For unsupervised OT,

For semi-supervised OT,

Solving OT :

u, v are represented by neural networks 𝑢𝜔, 𝑣𝜔 with parameters 𝜔 that are trained by mini-batch-based 

stochastic optimization algorithms using the loss function (6)，using parameters ෝ𝜔 after training ，
the estimate of optimal transport plan is 

4. OT-Guided Conditional SBDM

𝑳𝟐-Regularized Large-Scale Optimal Transport

Guiding function:        



4. OT-Guided Conditional SBDM

➢ For the second challenge, we first provide a reformulation of paired setting and extend it for unpaired 

and partially paired settings. 

Reformulation of paired setting: 

Observations from Proposition 1:

• The coupling relationship of 𝐱, 𝐲 is explicitly modeled in 𝒞(𝐱, 𝐲)

• 𝛾(𝐱, 𝐲) is closely related to the transport plan of 𝐿2-regularized OT

Transport plan 

Inspiring us to extend Eq. (8) to partially paired or unpaired settings by replacing 𝓒(𝐱, 𝐲) with 

𝑯(𝐱, 𝐲) !!!  



4. OT-Guided Conditional SBDM

Formulation for unpaired and partially paired settings

Training the Conditional Score-based Model 𝒔𝜽

Sample generation by reverse SDE

• Standard minibatch-based training is less effective due to sparsity of 𝐻(𝐱, 𝐲).
• We present the following Resampling-by-compatibility strategy.

Resampling-by-compatibility:

𝑝

𝑞

𝐱

𝐲𝒍
𝒍=𝟏

𝑳

Sampling

Sampling Resampling

Prob ∝ 𝐻(𝐱, 𝐲𝑙)

𝐲 𝒥(𝜃; 𝐱, 𝐲)



4. OT-Guided Conditional SBDM

Workflow: (1) Building coupling ො𝜋 using OT; (2) Sampling clean sample 𝐲 from ො𝜋(𝐲|𝐱); (3) 

Adding noise by forward SDE to train 𝑠𝜃 (4) Generating samples from ො𝜋(𝐲|𝐱) by reverse SDE. 

Understanding OT-Guided Conditional SBDM



• 𝜋(𝐱, 𝐲) models the density function value of 𝐱, 𝐲 rather than the transported sample of 𝐱
• How to transport source sample 𝐱 to the target domain is known to be a challenge

𝐱 𝐲

𝜋(𝐱, 𝐲) 

𝐱

?

Our proposed OTCS provides an diffusion-based approach to transport 𝐱 to target domain 

by sampling from optimal conditional transport plan 𝝅(⋅ |𝐱), with a theoretical guarantee.

Source Target Source Target 

Transport 

4. OT-Guided Conditional SBDM

OTCS Realizing Data Transport for OT 



𝑝𝑠𝑑𝑒 ⋅ 𝐱 : distribution of samples generated by OTCS

𝜋 ⋅ 𝐱 : true conditional optimal transport plan of 𝐿2-regularized OT

Notations:

𝑢ෝ𝜔, 𝑣ෝ𝜔 is near to the saddle 

point so that gradient norm 

is minimized.

Training loss as in 

Theorem 1.

Choose SDE to minimize it.

Theorem 2 shows that OTCS can generate samples from 𝝅 ⋅ 𝐱 . 

4. OT-Guided Conditional SBDM

OTCS Realizing Data Transport for OT 



4.1 Experiments on unpaired super-resolution

1 1 1

0 0 0

High-resolution

Degenerated

Results:



4.1 Application unpaired super-resolution



4.2 Experiments on semi-paired image-to-image 
translation

Task: Translate cat/fox/leopard images to lion/tiger/wolf using guidance 

of three image pairs, without class label



Task: Translate MNIST to Chinese-MNIST using guidance of 

ten image pairs, without class label

4.2 Experiments on semi-paired image-to-image 
translation



4.2 Experiments on semi-paired image-to-image 
translation



Thanks for your attention!

Code: https://github.com/XJTU-XGU/OTCS


