
Optimal Transport for Treatment Effect 

Estimation

Speaker: Hao Wang



Causal Inference with observational data

Background

■ Treatment effect estimation: estimate the following causal estimands from data:

⚫ Average Treatment Effect: ATE ≔ 𝔼[YT=1] − 𝔼 YT=0

⚫ Conditional Average Treatment Effect: CATE ≔ 𝔼 YT=1 𝑋 − 𝔼 YT=0 𝑋

[1] Künzel, Sören R., et al. "Metalearners for estimating heterogeneous treatment effects using machine learning." PNAS, 2019.
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■ Missing counterfactual

User X T Y0 Y1

1 X1 1 ? click

2 X2 0 click ?

3 X3 0 No click ?

4 X4 1 ? No click

(a) Single-learner [1] (b) Two-learner [1]

■ Solution



Causal Inference with observational data

Research problem: selection bias

■ Selection bias: the causation T→Y is confounded by the association T ← X → Y

⚫ It is falsely introduced in data generation process.

⚫ It manifests as the discrepancies of covariates (X) across treatment groups.
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Causal Inference with observational data

RCT to tackle selection bias

■ RCT is a golden approach to eliminate confounding bias. Why?

⚫ Randomization makes covariate balance: ℙ(𝑋│𝑇 = 1) = ℙ(𝑋|𝑇 = 0), 𝑇 ⊥ 𝑋

⚫ Covariate balance makes association is causation:  ℙ(𝑌│𝑑𝑜(𝑇 = 𝑡) ) = ℙ(𝑌│𝑇 = 𝑡)

X=Age

Y=Mortality

X=Profile

T=Exposure Y=Click

X=Profile

T=Notification Y=EngagementT=Health care

▪ Confounder Unbiased data Unbiased estimator
Train



T

Y

X0 X1

X0: young units

X1: aged units

T: health care

Y: Mortality

Causal Inference with observational data

Adjustment as an alternative to RCT

■ RCT is a golden approach to eliminate confounding bias. Why?

⚫ Randomization Adjustment makes covariate balance: ℙ(𝑋│𝑇 = 1) = ℙ(𝑋|𝑇 = 0), 𝑇 ⊥ 𝑋

⚫ Covariate balance makes association is causation:  ℙ(𝑌│𝑑𝑜(𝑇 = 𝑡) ) = ℙ(𝑌│𝑇 = 𝑡)
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[2] Shalit, Uri et al. "Estimating individual treatment effect: generalization bounds and algorithms." ICML, 2017.

Previous Work

Adjustment with CFR

■ Goal: generate balanced distribution between different treatment groups.

■ CounterFactual Regression [2]: project covariates to a balanced representation space.



[2] Shalit, Uri et al. "Estimating individual treatment effect: generalization bounds and algorithms." ICML, 2017.

Previous Work

Adjustment with CFR

■ Core of CFR [2]: accurate calculation of distribution discrepancy.

⚫ Inaccurate discrepancy->false update of estimators->biased inference

■ Research problem: How to devise discrepancy that can be accurately calculated in the 

specific context of causal inference?

■ Current divergences fail in the situations as follows:

Concerned properties Wasserstein f-divergence GAN-based MMD Ours

Free of adversarial training ✔ ✔ ✗ ✔ ✔

Non-overlapped supports ✔ ✗ ✔ ✔ ✔

Mini-batch sampling effects ✗ ✗ ✗ ✗ ✔

Unobserved confounding effects ✗ ✗ ✗ ✗ ✔



Methodology

Optimal transport: formulation and application to CFR

■ Optimal Transport (OT): For empirical distributions 𝛼 and 𝛽 with n and m samples, OT aims 
to find an optimal plan 𝝅 ∈ 𝑅+

𝑛×𝑚 that minimizes the transport cost between 𝛼 and 𝛽 . 
Formally, the problem is defined as:

𝑊 𝛼, 𝛽 = min
𝜋∈Π 𝛼,𝛽

𝑪,𝝅 , Π 𝛼, 𝛽 = 𝝅 ∈ 𝑅+
𝑛×𝑚: 𝝅𝟏m = 𝒂,𝝅𝑇𝟏n = 𝐛

where W α, β is the transport cost, 𝑪 ∈ R+
n×m denotes the sample-wise distance between α and 

β. 𝟏m and 𝟏n are column vectors filled with ones. 𝒂 and 𝒃 specify the mass of units in α and β.

■ We formulate causal inference as an OT problem, where the discrepancy in CFR is 

computed as the OT cost between the treatment groups.

⚫ Unbiased estimator with theoretical foundations.

⚫ Numerical stability compared with other discrepancy measures (GAN, f-divergence).

⚫ Flexibility to incorporate task properties by editing the transport problem.



Methodology

Minibatch sampling effect issue with CFR

■ Minibatch sampling effect.

⚫ Minibatch-level outliers, see Fig.2 (b).

⚫ Minibatch-level outcomeimbalance , see Fig.2 (c).

■ Why does it exist?

■ How to solve it?



Methodology

Unobserved confounding effect issue with CFR

■ Effect of unobserved confounders.

⚫ Invalidate backdoor adjustment.

⚫ Mislead the update of treatment effect estimator

■ How to solve it?

⚫ 𝐷𝑖𝑗
𝛾
= 𝑟𝑖 − 𝑟𝑗

2
+ 𝛾 𝑦𝑖

𝑇=0 − 𝑦𝑗
𝑇=0 2

+ 𝑦𝑖
𝑇=1 − 𝑦𝑗

𝑇=1 2

𝐏𝐫𝐨𝐱𝐢𝐦𝐚𝐥 𝐅𝐚𝐜𝐭𝐮𝐚𝐥 𝐎𝐮𝐭𝐜𝐨𝐦𝐞 𝐑𝐞𝐠𝐮𝐥𝐚𝐫𝐢𝐳𝐞𝐫

■ Limitations.

⚫ Partial identification of transport strategy given monotonic covariate effect.

⚫ OT meets partial identification: an interesting topic which warrants further investigation



Experiments

Overall performance



Experiments

Ablation & sensitivity studies



Thanks for your listening

Speaker: Hao Wang

Contact: haohaow@zju.edu.cn
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