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Overview

• Explosion of Deep Learning (DL)

• Effectiveness in a variety of applications

• Training big model on a large dataset become a trend

• Example: pre-trained Attention-based Models + large dataset

• Drawback: 

• Long training time/cost

• T5 ($1.3M), GPT-3 ($4.6M) AlphaGo ($35M)

• Stress non-compute parts of supercomputers

• Enormous pressure on the I/O subsystem

➔ Our Target: Accelerating DNN training, i.e., reducing training 

time and cost, while maintaining the accuracy
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Extremely Big Model

Credit: Mohamed Wahib@RIKEN

~175 000 000 000

~174 000 000 000 000

1000× in 2 years

~8 300 000 000

20× in 1 year
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Trends in Training Dataset Sizes

[1] Pablo Villalobos and Anson Ho (2022), "Trends in Training Dataset Sizes". https://epochai.org/blog/trends-in-training-dataset-sizes [online resource]

[2] Kataoka, Hirokatsu, et. al. "Replacing labeled real-image datasets with auto-generated contours." In Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition, pp. 21232-21241. 2022.

[3] Sun, C et. al. (2017). Revisiting unreasonable effectiveness of data in deep learning era. In Proceedings of the IEEE international conference on computer vision 

[4] Schuhmann, Christoph et al. "Laion-5b: An open large-scale dataset for training next generation image-text models." Advances in Neural Information Processing 

Systems 35 (2022)

Training datasets for language (left) and vision (right) [1]

CIFAR (50-60K)

ImageNet-1K (1.2M)

ImageNet-21K (14.2M)

JFT0-300M [3]

JFT-3B [3]

LAION-5B (5B) [4]

Synthetic datasets, 

e.g., Fractal (100M) [2]

Training process 

becomes longer 

and more costly

Our Target: Accelerating DNN training, i.e., reducing training 

time and cost, while maintaining the accuracy

https://epochai.org/blog/trends-in-training-dataset-sizes


5

Research Approaches

[5] Zeng, Xiao, Ming Yan, and Mi Zhang. "Mercury: Efficient on-device distributed dnn training via stochastic importance sampling." In Proceedings of the 19th 

ACM Conference on Embedded Networked Sensor Systems, pp. 29-41. 2021.

[6] Toneva, Mariya, Alessandro Sordoni, Remi Tachet des Combes, Adam Trischler, Yoshua Bengio, and Geoffrey J. Gordon. "An empirical study of example 

forgetting during deep neural network learning." arXiv preprint arXiv:1812.05159 (2018).

Biased with-replacement sampling

• not all samples are of the same importance 

• Training with more importance samples 

can lead to faster convergence

Data pruning

• Prune selected samples from dataset

• Same accuracy when training with 

pruned dataset

Figure 

from [5]
Figure 

from [6]

Real-time, adaptively, exclude samples with the least impact 

from the dataset during the training (Hiding samples)
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Evaluation Setting

• Strategies: 
• Baseline

• ISWR: Importance Sampling with Replacement

• FORGET: pruning technique

• SB: Selective Backprop

• KAKURENBO (ours)

• Datasets and Models

• Default setting:

• F=30%, 

• Threshold τ=0.7
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Evaluation Results

Max testing accuracy 

(Top-1) in percentage of 

KAKURENBO in the 

comparison with those of 

the Baseline and other 

SOTA methods. Diff. 

represent the gap to the 

Baseline.
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Impact of KAKURENBO in Transfer Learning

Model: DeiT-Tiny-224

Pretrained with Fractal-3K (3Millions of images)
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