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Flow Factorized VAE

Novel definitions of generalized equivariance and disentanglement.

Generalized Equivariance: 

         =

Disentanglement: 

Distinct tangent bundles following OT

Fluid-Dynamic Optimal Transport:

Hamilton-Jacobi Eq. :



The Generative Model

 Supervised Weakly-supervised

     The joint distribution is factorized as follows:



Prior&Posterior Time Evolution

For both the prior and posterior, since the induced velocity field advects the probability density, we have the 

normalizing-flow-like conditional update:  

where the function f&g are defined as:

Prior. Since we have no prior knowledge of the sequence, as a minimally informative prior for random trajectories, we use 

diffusion equation for the prior and simply take:

Posterior. We paramterize the potentials as         . The posterior evolves as: 



Evidence Lower Bound
Inference with observed k (supervised). When k is observed, we factorize the posterior as:

We derive the following upper bound as: 

Inference with latent k (weakly supervised). We treat k as a latent variable and define the approximate posterior as:

The new ELBO is derived as:



Quantitative Evaluation

  Our approach achieves better equivariance error and improved likelihood than previous baselines.



Qualitative Evaluation



Thank you!


