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Background

 Real-world datasets are generally imbalanced 
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A naïve ERM learning process will be biased!
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Background

 Balanced Accuracy is a common metric in this case

How to improve model performance on Balanced Acc.?
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 99 / 100 = 99%, good model

✓ (0 + 1) / 2 = 50%, bad model
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Prior arts

 Loss-modification approaches

• Re-weighting [1, 2]

• Logit adjustment [3, 4, 5]

[1] Combining statistical learning with a knowledge-based approach, ICML, 1999.
[2] Class-balanced loss based on effective number of samples, CVPR, 2019.
[3] Learning imbalanced datasets with label-distribution-aware margin loss, NeurIPS 2019.
[4] Long-tail learning via logit adjustment, ICLR, 2021
[5] Label-imbalanced and group-sensitive classification under overparameterization, NeurIPS 2021

Sample distribution

Weight distribution

Balanced training

Reweighting
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Prior arts

 A unified formulation for RW and LA

• 𝛼𝑦 = 1, 𝛽𝑦 = 1, Δ𝑦 = 0 → Naïve CE loss

• 𝛼𝑦 = (1 − 𝑝)/(1 − 𝑝𝑁𝑦), 𝛽𝑦 = 1, Δ𝑦 = 0 → CB loss [2]

• 𝛼𝑦 = 1, 𝛽𝑦 = 1, Δ𝑦 = 𝜏 log 𝜋𝑦 → LA loss [4]

• 𝛼𝑦 = 1, 𝛽𝑦 = 𝑁𝑦/𝑁1
𝛾
, Δ𝑦 = 0 → CDT loss [6]

[2] Class-balanced loss based on effective number of samples, CVPR, 2019.
[4] Long-tail learning via logit adjustment, ICLR, 2021
[6] Identifying and compensating for feature deviation in imbalanced deep learning, Arxiv, 2020

Reweighting term
multiplicative 
adjustment term

additive 
adjustment term
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Limitation of prior arts

 Theoretical insights are still fragmented and coarse-

grained, failing to explain some empirical results

[3] Learning imbalanced datasets with label-distribution-aware margin loss, NeurIPS 2019.

Proposition (Union bound for Imbalanced Learning)

Given a function set ℱ and a 𝜇-Lipschitz continuous loss 𝐿: ℝ ×

𝐶 → [0,𝑀], then for any 𝛿 ∈ 0,1 , with probability at least 1 − 𝛿
over the training set 𝒮 , the following generalization bound
holds for all 𝑔 ∈ 𝒢:
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Balanced risk
Generation bound for each class, where the
Lipschitz Continuity is the only property
of 𝑳 utilized, which is global in nature
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Main work

Theorem (Data-Dependent Bound for Imbalanced Learning)

Given a function set ℱ and a loss function 𝐿: ℝ × 𝐶 → [0,𝑀]

with local Lipschitz constants 𝜇𝑦 𝑦=1

𝐶
, then for any 𝛿 ∈ 0,1 ,

with probability at least 1 − 𝛿 over the training set 𝒮 , the
following generalization bound holds for all 𝑔 ∈ 𝒢:
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Balanced risk
Terms depending
on training

Loss dependent, where
𝜇𝑦 captures how the loss
handles each class

 Theoretical insights：propose local Lipschitz continuity

and construct a fine-grained generalization bound
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Main work

 Theoretical insights: the fine-grained generalization 

bound is consistent with some empirical results

• Deferred scheme is necessary

• Reweighting term and multiplicative adjustment 

term might be incompatible
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Main work

 Improved algorithm: a principled learning algorithm 

induced by the theoretical insights

✓ Reweighting is deferred and aligns with 
the bound

✓ 𝛽𝑦 = 1 when reweighting is used 
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Main work

 Improved algorithm: a principled learning algorithm 

induced by the theoretical insights

✓ Rank 4th if using more techniques
(models with extra training data
or ensemble are filtered)
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Thanks for your listening!
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