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●  We propose LoCoOp (Local regularized Context Optimization). 
○  LoCoOp is the first prompt learning approach for OOD detection.

                 LoCoOp outperforms prior CLIP-based methods.
                  Even with 1-shot, LoCoOp outperforms them.
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Our findings
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学習中でも発散している。。。。
- けどランダムよりはマシという点が興味深いな〜〜〜〜〜〜〜〜
- どうしよっかな。。。



Out-of-distribution (OOD) detection

●   Detect samples in out-of-distribution at test-time
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Background

●  The application of CLIP [Radford+, ICML2021] to OOD detection 
attracts attention.
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MCM [Ming+, NeurIPS2022],CLIP [Radford+, ICML2021],

CLIP for OOD detection

https://arxiv.org/abs/2103.00020
https://arxiv.org/abs/2211.13445
https://arxiv.org/abs/2103.00020


●  Previous CLIP-based methods assumed the extreme settings.
○  Zero-shot OOD detection method (e.g., MCM [Ming+, NeurIPS2022])

■ Pros: No training cost
■ Cons: Domain Gap from ID data

○  Fully supervised OOD detection method (e.g., NPOS [Tao+, ICLR2023])

■ Pros: No domain gap from ID data
■ Cons: Large training cost, Destroy the CLIP’s representations

Motivation

Suboptimal performance

Suboptimal performance

We aim to develop an efficient and effective tuning approach！
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https://arxiv.org/abs/2211.13445
https://arxiv.org/abs/2303.02966


●  CoOp [Zhou+, IJCV2022]
○  Representative work for tuning CLIP via prompt learning.

Baseline

Limited performance in OOD detection due to the potential presence 
of ID-irrelevant information in text embeddings. 6

These embeddings might 
include “tree” (OOD) concept. 

It degrades the performance 😭  

ID: Airplane



●  We propose LoCoOp (Local regularized Context Optimization) 
○  LoCoOp utilizes the portions of local features as OOD during training.

■ It can remove the ID-irrelevant features in the ID class text 
embeddings and enhance the separation between ID and OOD. 

Proposed method
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Main results on ImageNet OOD benchmarks

●  LoCoOp outperforms other methods with very few training data.
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Conclusion

●  We first tackle CLIP-based few-shot OOD detection.

●  We propose a novel prompt learning approach called LoCoOp.
○  LoCoOp leverages the portions of CLIP local features as OOD features for 

OOD regularization.

●  LoCoOp brings substantial improvements over existing methods on    
    the large-scale ImageNet OOD benchmarks.
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