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Advantages of our Purification : 
• Attack Pattern Removal,
• Semantic Information Retaining,
• Zero-shot Capability, 
• Black-Box Adaptability,
• Model/Task-agnostic,
• ……
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Step1: Transformation to destroy patterns

However, if directly using the transformed image for 
classification: 1. ASR drop (Good) 2. CA drop(Bad!)

Step2: Guided diffusion process to recover images 
Speed up

Apply (T1) with a diffusion process, we have:

Omit in zero-shot setting
no prior on attack patterns  

• Image Batch by Tiling

• Improve Sampling Speed àDDIM

Q: Will this approximation accumulate error exponentially?
A: No, the error is bounded by a small value (See Theorem 1).

• Detect first, Purify Then 

Step3: Further improvement 
• Introduce multiple kinds of linear 

transformations for better attack 
pattern destruction.

• Introduce confidence score, a 
mixup-based interpolation to 
mitigate approximation errors.

Purification

Future Applications:
• Remove watermark patterns for IP protection.
• Defend against attacks for image generation models. 
• Defend against attacks of point cloud data.

Speed up 50 times

Speed up 33 times
Work with images in different size

Speed up 39 times

:purified images

Naive solution: strong image 
transformation, such as ShrinkPad.

Qualitative Results of Defense
(Row1-2: Blended; Row3-4:BadNets; Row5-6: WaNet )
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Quantitative Results of Defense

:attack pattern
:linear transformation

:clean images

Transformed image:

(T1)

Q: Can we obtain       from        ? 
A: Yes, using RND theory.    

Repeat 
T times
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