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We introduces Model Spider, a novel approach for efficiently selecting the most suitable 
Pre-Trained Model (PTM) for a given task. It tokenizes both PTMs and tasks into vector-
representations and uses approximated performance on historical tasks to rank PTMs. 
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Motivation
Target Tasks
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Motivation
Target Tasks

Pre-trained Models
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Motivation
Target Tasks
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Pre-trained Models

85% 73%93%Fine-tuned performance:
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Motivation
Target Tasks

Pre-trained Model Selection
selecting suitable pre-trained models for target tasks
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Motivation
Previous Works

To select on 𝑀𝑀 pre-trained models

1 task, but𝑴𝑴 forwards

If 𝑴𝑴 is large?
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Motivation
Our Solution

Just need one-time forward 
of a general encoder

Task Representation
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Motivation
Our Solution

Learn model representation
through historical task performance

Model Representation
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Forward-based methods require forwarding for each pre-trained model
which still incurs significant overhead! 
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Method

Model Representation

Learning model representation in a supervised learning manner
learnable parameters randomly initialized and optimized through the training process.
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Method

Task Representation

Using a general encoder
and extracting task repr. with just one forward pass.
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Method

Learning to Rank

Model-task Representation
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Method

Re-ranking w/ Efficiency-Accuracy Trade-off
• extract the PTM-specific task representation
• replace the general task repr.          via the 

specific one             when calculating the 
similarity with the       of the 𝒎𝒎th PTM

Model-task Representation



Yi-Kai Zhang (LAMDA, Nanjing University) Model Spider 14

Method Overview
Model Spider: Learning to rank pre-trained models with model and task representation
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Result

Model Spider: 
Efficiency-Accuracy Trade-off
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Result

Model Spider: 
State-of-the-art on
single-source heterogeneous
pre-trained model zoo
10 PTMs pre-trained on ImageNet 
across five architecture families
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Result

Model Spider: 
State-of-the-art on multi-source heterogeneous pre-trained model zoo
42 PTMs pre-trained on 14 datasets including animals, general and 3D objects, plants, scene-
based, remote sensing and multi-domain recognition.
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Result on Ranking LLMs

Model Spider: 
State-of-the-art on a pre-trained model zoo of 9 Large Language Models
Top-1 ranked LLM performance comparisons against LLM evaluation results
including 2 directly baselines, as ranking by self-assessed and performance on similar task
10 downstream tasks are constructed based on the OpenCompass* benchmark

*: Opencompass: A universal evaluation platform for foundation models
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Thanks!

Yi-Kai Zhang’s Homepage
lamda.nju.edu.cn/zhangyk

GitHub Page
github.com/zhangyikaii/Model-Spider
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