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§ Maximize the agreement of
representations under augme-
ntation (positive pair);

§ Minimize the agreement of re-
presentation of different gra-
phs (negative pair);
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Graph Contrastive Learning[1](GCL)

[1] You Y, et al. “Graph contrastive learning with augmentations”. NeurIPS. 2020.



§ GCL's effectiveness depends on the label-invariant assumption that
augmented operations produce consistent labels for original and
augmented samples. However, slight perturbations in graph structures can
cause significant property variations;

§ Maximizing or minimizing the similarity between positive or negative 
views in contrastive learning lacks clear guidance;

Problem of GCL



Straightforward Solution
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§ Issue: Graph and Vector are
two distinct concepts, making
it difficult to agree on their
distance metrics;

§ Exmp: Graph edit distance be-
tween graphs and the Eucli-
dean distance between vectors;



Optimal Transport Plan
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Plan Alignment Loss



Cost and Structure

To guide the encoder to learn a representation retaining
structural information inside the graph, we also calibrate the
cost matrix 𝐽 𝑍!, 𝑍" , which implies the implicit structure
relationships between nodes, in the representation space.



Implicit Structure Loss



Overall Loss



Plan vs. Distance
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Plan vs. Distance
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§ Result: The model using the plan
as objective significantly outper-
forms the counterpart models us-
ing the distance;

§ Explanation: The optimal trans-
port plan for the discrete OT pro-
blem is not unique in general and
the optimal distance may corre-
spond to several plans.



Node Feature vs. Edge

§ Result: With only node attribute for the calculation of the
plan, the model achieves outstanding performance.
However, if we remove the implicit structure constraint,
the model’s performance deteriorates dramatically;

§ Explanation: The implicit structure information provides
correction information to the encoder when explicit
structural information (edges) is missing;
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Robustness

§ Result: The performance of our model does not change much even when
the original graph is perturbed heavily. It validates that the alignment of
optimal transport between the source space and target space is indeed
free from the label-invariant assumption.



Comparison with the State-of-the-art



Comparison with the State-of-the-art



Thanks!


