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Is “Gaussian diffusion” all you need?
• Gaussian diffusion models excel in generating high-dimensional continuous data. 
• To effectively address diverse data types, such as those marked by sparsity, skewness, 

heavy-tailedness, overdispersion, discreteness, and/or bounded ranges, our motivation 
lies in constructing new families of diffusion models: 

• Exiting works:
• Binary/categorical diffusion for binary/categorical data 
• Poisson diffusion (learning to jump) for count data 

• Our work: Beta diffusion for range-bounded continuous data
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Left image source: https://www.tensorflow.org/datasets/catalog/dsprites / Right image source: https://hbctraining.github.io/scRNA-seq/lessons/02_SC_generation_of_count_matrix.html



Range bounded data

• Blood pressure, oxygen level, age, body weight, height
• 8-bit image pixel values have boundaries at 0 and 255

: peaks at boundary

: well-concentrated
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Gaussian Diffusion (learning to denoise)
• Forward diffusion process (additive noise becomes larger and larger)

• Reverse diffusion process (denoising-based iterative refinement)

Image credit: Karras et al. (2022), Elucidating the 
Design Space of Diffusion-Based Generative ModelsMingyuan Zhou, UT-Austin,   December 2023



Beta forward diffusion

Illustration of the beta forward diffusion process for two example images. The first column displays the 
original images, while the other 21 columns display the images noised and masked by beta diffusion.

• Illustration:

• Forward diffusion chain (non-Markovian):

• Analytic forward marginal:
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Beta reverse diffusion
• Illustration:

• Reverse diffusion chain:

• Analytic reverse conditional (scaled and shifted beta distribution):
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Beta diffusion (training and generation)
• Injecting noise
• Training via KL-divergence upper bounds (KLUBs):

• KLUBs: 

• Optimal solution:

• Generation: Sample !𝑥! = 𝑓"(𝑧# , 𝑡) is refined iteratively
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• KLUBs and Bregman divergence:

• Both KLUBs can be expressed as a Bregman divergence with 
𝑥! in the 1st argument and 𝑓" in the 2nd argument. 
• Therefore, the KLUBs are minimized at 𝜃∗when 

Beta diffusion and Bregman divergence
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Synthetic Data

• An equal mixture of five unit point masses (unit point mass 
can also be seen as an extreme case of range-bounded data, 
where the range is zero):
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CIFAR10 images
• By adapting the CIFAR10 VP-EDM code, originally optimized 

for Gaussian diffusion, to our model, we can already achieve 
competitive results in FID
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CIFAR10 images

• Quantitative evaluation
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