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What did ADBench do?

Given a long list of anomaly detection algorithms developed in the last few decades, how 
do they perform with regard to:
(i) varying levels of supervision;
(ii) different types of anomalies;
(iii) noisy and corrupted data?

Based on the above questions, we design the proposed ADBench via 3 Angles:
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Contribution of ADBench

Compared to the existing AD benchmark, ADBench includes:
• Most datasets (57), including 10 NLP and CV datasets transformed by the 

pretrained model
• Most algorithms (30), including both shallow and deep learning algorithms
• Both real-world and synthetic datasets
• Multiple comparison angles
• Evaluation with both ML metrics and statistical tests
• Extensive experiments (98, 436)
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Angle I: Availability of Ground Truth Labels (Supervision)

‼ Surprisingly none of the benchmarked unsupervised algorithms is statistically better than 
others, emphasizing the importance of algorithm selection;

‼ With merely 1% labeled anomalies, most semi-supervised methods can outperform the 
best unsupervised method, justifying the importance of supervision.
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Angle II: Types of Anomalies 

‼ We observe that best unsupervised methods for specific types of anomalies are even
better than semi- and fully-supervised methods;

‼ That is to say, the prior knowledge of data type could be more valuable than that of
labeled anomalies, revealing the necessity of understanding data characteristics.
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Angle III: Model Robustness with Noisy and Corrupted Data

‼ Semi-supervised methods show potential in achieving robustness in noisy and
corrupted data, possibly due to their efficiency in using labels and feature selection.



AI Lab at Shanghai University of Finance and Economics (SUFE) Minqi Jiang (jiangmq95@163.com)

Future Direction

Based on the experimental results and analysis, we give the several 
possible future direction for AD community:

• Unsupervised Algorithm Evaluation, Selection, and Design;
• Semi-supervised Learning;
• Leveraging Anomaly Types as Valuable Prior Knowledge;
• Noise-resilient AD Algorithms.
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Thank You!

Contact
Minqi Jiang (jiangmq95@163.com)

Yue Zhao (zhaoy@cmu.edu)
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