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Adversarial Training

• In adversarial training, a defense model is trained on the worst-case adversarial
perturbations generated by an attacker, which formulates a saddle point problem:

• Related Work

• Loss functions 𝑙: TRADES [Zhang et al., 2019] and MART [Wang et al., 2019];

• Unlabeled data 𝐷⋃𝐷!"#$%&#: RST [Carmon et al., 2019];

• More perturbations 𝑓'()!(x + 𝛿*): AWP [Wu et al., 2020];

• OurWork: stronger perturbations yield more robust models.



Methodology

• Adversarial Training (defense): stronger perturbations yield more robust defense model.

• 𝑨𝟐 (attack): a parameterized Automated Attacker to search in the attacker space for the

best attacker against the defense model and examples.

• Compositions:

• Attacker space: general enough to cover the existing attackers;

• Architecture of 𝑨𝟐: leverage the information model and example to search for the best attacker;

• Training and Inference of 𝑨𝟐: efficient to be used on-the-flying during training.



Search Space

• Hierarchical attack space by referring to existing attackers.
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Automated Attacker 𝑨𝟐

• Overview:

• Training & Inference:



Experiments

• Attack Effect

• Attack Overhead

Step PGD 𝐴"

1 19.75 20.03

10 147.09 157.61

20 287.76 302.51

Attack Effect with training epoch Overhead in terms of clock time



Experiments

• Robustness on Benchmark

• Robustness on WideResNet
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