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ResTv2：Simpler, Faster and Stronger

Efficient ViTs：
• Reintroducing “Sliding Window " -> Complicated Structure

① Patch input into non-overlapping windows: W-MSA
② Window information communication：Swin, Shuffle 

Transformer, Twins, etc.

• Reducing Spatial Dimension of MSA->Lower Accuracy
① Downsampling K、V：PVTv1 & v2, ResTv1 
② Downsampling Q、K、V：MViTv1 & v2

• Down sampling in MSA impair global dependency 
modeling ability

• Proposed to utilizing up-sample module to reconstruct 
the lost information

Motivation：



Shared Parts

2. ConvNet Branch：Hourglass
# down sample, with LN

# reshape, up sample, with LN

# reshape, linear, reshape

Efficiently Combine SA and ConvNet

• Sharing down-sample and linear projection

1. SA Branch：EMSA

• Eliminating multi-head interaction module
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Model configurations Table 9: Detailed architecture specifications

EMSAv2:heads=2，
reduction ratio=8

MLP: in dim=512, 
hidden dim=512×4

Block number in
the first stage is
set to 1 to save
computation cost.
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Table 1: Classification accuracy on ImageNet-1k.

Conclusion：
• ResTv2 outperforms the Focal counterparts,

averaging ×1.8 times inference speed
acceleration.

• ResTv2-T outperforms Swin-T with +1.0%
Top-1 accuracy and +9.4% throughput.

• Input resolution scaling from 224 to 384,
average Top-1 accuracy increased by +1.4%.
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Table 2: Ablation experiments with ResTv2-T on ImageNet-1k (100 Epochs）

PEG           |   30.43M  |      80.17   

+1.3

+0.6
+1.0

+0.12
+0.24
+1.29

output of down-
sample operation

With more blocks:
Cv2: 2->3->6->2
Cv3: 2->3->6->3

ConvNetv3  |  30.43M     4.54G   |      78.63   
+0.4
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Ablation Study



• 11 different colored polylines represent 11 blocks in ResTv2-T.
• Only using half-diagonal components of shift Fourier results. 0.0π, 0.5π, and 1.0π 

can represent low-, medium-, and high-frequency, respectively.

• “up” , “attn” and "com" are short 
of Upsample, SA and combine (i.e., 
EMSAv2) , respectively.
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Visualization



• Win：Window Attention, constraining all EMSAv2 modules into fixed windows: [64, 32, 16, 8].
• CWin, HWin：After the last block in each stage, CWin adds DWConv-7×7, and HWin replaces Win 

with global attention to enable information to communicate across windows.
• Global：Global Attention, directly adopts ViTs into downstream tasks.
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Downstream Experiments

• Window attention greatly
reduces theoretical matrix
multiply FLOPs with the
cost of decreasing the
computational density,
resulting in lower actual
speed.
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Downstream Experiments

• Experimental results on COCO detection, and ADE20K
semantic segmentation show that the proposed ResTv2
can outperform the recently state-of-the-art backbones
by a large margin.



Conclusion

• We proposed ResTv2, a simpler, faster, and stronger multi-scale vision Transformer for image
recognition.

• ResTv2 adopts an up-sample module in EMSAv2 to reconstruct the lost information due to
the down-sample operation.

• Different techniques for better applying ResTv2 to downstream tasks. Results show that the
theoretical FLOPs are not a good reflection of actual speed, particularly running on GPUs.

Conclusion



Thank You
敬请各位老师同学批评指正！
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