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1 Introduction
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Novelty Detection

A clean training dataset of inliers D = {Z;}2,, i.e. Z; ~ P,
A new unseen test dataset U = {Z;}iL,.

The outlier set 0 = {Z; € U: Z; is not drawn from P}
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Why Model Selection

No single novelty detection methods can universally outperform others on all tasks.
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Why error rate Control
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Decision set Translate the novelty detection problem
>| outlier 0: S(Z;) > L into a multiple testing problem:
\inlierOC:S(Zi) < L/ Hoi:Zi ~ Pyvs. HyiZi# By i=1,-,n.
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Goal of AutoMS

Select the best model M * with largest true discovery rate(TDR) from a candidate
detector set G = UM,

Control the false discovery rate(FDR) of M'* € G under a target level a.
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FDR = E(FDP), TDR = E(TDP).
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2 Methodology
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FDR control

»Benjamini-Hochberg (BH) procedure[14-16] to the p-values G, (t)

where Ga(t) = Py, (Sm(Z;) > t|D) is the p-value of scores S, (Z;) for Z; € U when
null hypothesis H, holds.

»The p-value G, (t) is unknown as the null distribution of scores S, (Z;) is unknown.

»Bates et al.(2021): single-random-splitting(SRS) based method to estimate p-value G,
Gn(t) = {Zj € D2 : 51.:m(Z5) 2 ]|
D, |
(1) the estimation of the p-values depends on the random split;
(2) different split ratios (|D4|: |D,|) lead to different results
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Jackknife estimate

Jackknife technique to estimate p-value Gy, (t)

Z,eD:S Nz >t

where SL () is the score function trained on D=1 = D\{Z;}, D7 is the subset of D
with the j-th observation removed.

The corresponding threshold is determined via

{1Zi eU:Spm(Z;) 2|t} V1 §a}, (4)

The decision setis O = {Z; e U : S\(Z:) > L}

LM:iﬂf{O<t<Em,MZ
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Model Selection

AUtoMS selects the “best” detector M * via

M* = arg max 1O . (6)
Rationale:
~ ) . - .
1V O] O] (@

Since the number of true outliers |0| and target FDR level a are fixed,

Select the detector M with largest |F9 a*|, leads to the “best” detector M ™ with roughly
the largest TDP.
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Algorithm 1 AutoMS: Automatic Model Selection

1: Input: New dataset I/, clean dataset D, target FDR level « and a pool of detectors G.

2: for M € G do

3: forj=1,---,mdo
Train score function SJ[;[” )(-) based on DI=9! (.e. DIl = D\{Z;} );
Compute the score at Zj € D,i.e., Sj[\j[j | (Zj);

end for

Learn score function S, (-) based on D;

Compute the scores Sxq(Z;) for any Z; € U, and find a threshold L x4 by Eq. (4);

9:  The detected setis Oyg = {Z; € U : Sp(Z;) > L}

10: end for

11: Select the “best” detector M™* from G via Eq. (0).

12: Output: O« ={Z; €U : Spm+(Z;) > Ly}

> B
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3 Statistical Guarantees
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Theorem 1 (FDR control). Suppose Assumptions /-3 hold. Let 0 < 6 < 1 and 0 < o < 1. There
exist universal constants Cy > 0 and Cy > 0 so that the FDP of the proposed method satisfies

1+ A +Cl1/5Ai/3-|-02\/ 3 ], (7)

with probability at least 1 — 20, and
limsup FDR(L ) < (8)

(m,n)—o0

where W, = (# + #) (1+ 15B,, + 2m>B,).

FDP(L ) < a

Theorem 1 shows that the selected “best” detector have non-asymptotic bounds for FDP and
AutoMS procedure yields valid FDR control under some mild conditions.
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4 Experiments
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Figure 2: Comparisons of FDP and TDP on synthetic data. The dashed line is the target FDR level a = 0.1.
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5 Conclusion
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Main Contributions of AutoMS

® The proposed AutoMS can select the best model and simultaneously control the error
rate of the best model. Notably, AutoMS is a unified data-driven framework, and it
does not rely on any labeled anomalous data for model selection.

® To our best knowledge, it is the first effort to select a “best” model/detector with
theoretical guarantee in the view of FDR control. We establish non-asymptotic
bounds for the FDP and show that the proposed AutoMS yields valid FDR control.

® The AutoMS can be easily coupled with commonly used novelty detection algorithms.
Extensive numerical experiments indicate that AutoMS outperforms other methods
significantly, with respect both error rate control and detection power.
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Thank you for listening!



