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GreenMIM
A green approach for Masked Image Modeling (MIM) with 
hierarchical Vision Transformers
• Up to 2.7x speedup and 70% GPU memory reduction
• Competitive performance
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Background
Masked Image Modeling.
• Predict masked patches from visible patches
• Representative work: Masked Autoencoders (MAE)
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He et al., “Masked Autoencoders Are Scalable Vision Learners”, CVPR2022.



Background
Masked Autoencoders
• Pro: Highly efficient because it discards masked patches
• Con: Only support isotropic Vision Transformers (ViTs)
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He et al., “Masked Autoencoders Are Scalable Vision Learners”, CVPR2022.



Motivations
Hierarchical ViTs vs. Isotropic ViTs
• Hierarchical ones are more suitable for vision tasks
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Liu et al., “Swin Transformer: Hierarchical Vision Transformer using Shifted Windows”, ICCV2021.



Motivations
How to translate the efficiency of MAE to hierarchical ViTs?
• Need to handle the local ops in hierarchical ViTs

a) Non-overlapped window based ops, e.g., window attention
b) Overlapped window base ops, e.g., convolution and pooling
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a) b)

Liu et al., “Swin Transformer: Hierarchical Vision Transformer using Shifted Windows”, ICCV2021.
Wu et al. “CvT: Introducing Convolutions to Vision Transformers”, ICCV2021.



Approach
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GreenMIM
• Group Window Attention with optimal grouping
• Incorporating Sparse Convolution



Approach: Group Window Attention
Divide-and-Conquer
• Partition the patches into groups of an equal size
• Perform masked attention within each group
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Approach: Group Window Attention
Optimal Grouping
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Greedy selection of group size

Optimal grouping with a 
dynamic programing based 
knapsack problem solver



Approach: Group Window Attention
Masked Attention
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Approach: Sparse Convolution
Sparse Convolution
• Activates only on the visible positions
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Image source: https://nvidia.github.io/MinkowskiEngine/sparse_tensor_network.html



Experiments
ImageNet Classification
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Experiments
MS-COCO Objection Detection
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Thanks!

GreenMIM-arXiv GreenMIM-Github


