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Challenges in MARL
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Centralized Training with Decentralized Execution paradigm
(CTDE)



Value Factorization
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• IGM theorem:
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Sunehag et al. Value-decomposition networks for cooperative multi-agent learning based on team reward. In AAMAS, 2018.
Rashid et al. QMIX: monotonic value function factorisation for deep multi-agent reinforcement learning. In ICML, 2018.
Son et al. QTRAN: learning to factorize with transformation for cooperative multi-agent reinforcement learning. In ICML, 2019.



Motivating Example
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A one-step two agent game. 

Main Function
Easy to be factorized 

Residual function
Store the mask-out values

Mask out these red numbers

shares the same greedy optimal policy as        .



ResQ

masking

Residual
Mixer

 0

Main Function: 
 For easy-to-factorize parts.
 Can be modelled using any 

monotonic functions

Residual Function: 
 ≤0
 Residual mixer can be an unconstrained 

network.
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shares the same greedy optimal policy as        .

We focus on

ResQ can viewed as a generalization of QTran, Weight QMIX, QPLEX, DDN, and DMIX



Theoretical Analysis of ResQ
Satisfy the IGM Theorem without 
representation limitations
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Extending ResQ to Distributional RL
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• DIGM theorem:

Extending ResQ to Distributional RL

DDN / DMIX

(Mean-Shape Decomposition)

(DDN)

(DMIX)

8Sun et al. DFAC framework: Factorizing the value function via quantile mixture for multi-agent distributional q-learning. In ICML, 2021.

DDN and DMIX suffer from representation limitations



Satisfy the DIGM Theorem 
without representation 
limitations

Extending ResQ to Distributional RL
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Experiments —— Matrix game 
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Experiments —— Starcraft II Multi-agent Challenge(SMAC)
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Experiments —— Predator Prey
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p = 0                                                      p = −2                                                       p = −4 



Experiments —— ablations 
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Summary

• ResQ, a residual function-based approach for Multi-Agent Reinforcement Learning 
value function factorization. 

• Through extensive experiments, we show that ResQ can obtain promising results.
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https://github.com/xmu-rl-3dv/ResQ
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For more details, please check our project page:

Contact us:

Thanks for your attention!
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