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Spiking Neural Networks

Spiking Neuron Model with Self Connections

SNNs take into account the time of spike firing rather than simply relying on the accumulated 
signal strength in conventional neural networks, and thus offering the possibility of modeling 
time-dependent data. The fundamental spiking neural model is usually formulated as a first-
order parabolic equation with many biologically realistic (i.e., internal) hyper-parameters.

Theoretical Investigation

 Formulation:
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Universal Approximation to Continuous-time Dynamical Systems.

Spatial Approximation: 
scSNNs asymptotically approximate a kind of radial function using a 
polynomial number of spiking neurons.

Temporal Computation: 
scSNNs converge to the linear attractors within polynomial time.

 Input Poisson Sequence  Output the Instantaneous Firing Rate (IFR)


