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Open-Set Domain Adaptation
• (Unsupervised) Domain Adaptation

• We train a model to get high accuracy on the unlabeled target domain by leveraging the fully 
labeled source domain knowledge.

• Open-Set Domain Adaptation : 
• However, in a realistic scenario, the target domain may have additional classes called “Open-Set”.
• Domain Adaptation where the target domain contains unknown classes.

• Objective: 

Unknown

Target 
Instance Open-Set ?

Classify 
Label 

Correctly

Classify as
“Unknown”Trained Model

No

Yes

Target-UnknownSource Target-known

Open-Set Domain Adaptation Setting
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Preliminary
• Domain Adaptation

• Target Classification Error ≤ Source Classification Error + Distribution Matching

• Domain Adversarial Learning
• The adversarial framework adapts the feature extractor 𝑮𝑮 toward indistinguishable feature 

distributions between the source and the target domain by the minimax game with domain 
discriminator 𝑫𝑫.
• Domain Discriminator: 𝐷𝐷 𝐺𝐺 𝑥𝑥 = [𝐷𝐷𝑠𝑠 𝐺𝐺 𝑥𝑥 ,𝐷𝐷𝑡𝑡(𝐺𝐺(𝑥𝑥))]

Feature Extractor 𝑮𝑮(𝒙𝒙) Discriminator 𝑫𝑫

𝒙𝒙𝒔𝒔
𝒙𝒙𝒕𝒕 𝒛𝒛𝒕𝒕

𝒛𝒛𝒔𝒔 Source: 𝑫𝑫𝒔𝒔

Target: 𝑫𝑫𝒕𝒕

Input Feature𝜃𝜃𝑔𝑔 𝜃𝜃𝑑𝑑



Copyright © 2022 by JoonHo Jang, Dept. of Industrial and Systems Engineering, KAIST 4

Preliminary
• Domain Adaptation

• Target Classification Error ≤ Source Classification Error + Distribution Matching

• Domain Adversarial Learning
• The minimax game is formalized as

min
𝜃𝜃𝑔𝑔

max
𝜃𝜃𝑑𝑑

−ℒ𝑑𝑑 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 = −𝔼𝔼𝑥𝑥~𝑝𝑝𝑠𝑠 𝑥𝑥 − log𝐷𝐷𝑠𝑠 𝐺𝐺 𝑥𝑥 − 𝔼𝔼𝑥𝑥~𝑝𝑝𝑡𝑡(𝑥𝑥)[− log𝐷𝐷𝑡𝑡(𝐺𝐺(𝑥𝑥))]

Source
Target



Copyright © 2022 by JoonHo Jang, Dept. of Industrial and Systems Engineering, KAIST 5

Preliminary
• Open-Set Domain Adaptation

• Target domain contains “Unknown” classes.
• Domain Adversarial Learning to Open-Set Domain Adaptation

It enforces to include the target-unknown features in the distribution matching.
→ performance degradation by negative transfer.



Copyright © 2022 by JoonHo Jang, Dept. of Industrial and Systems Engineering, KAIST 6

Methodology

Domain Adversarial Learning is essential part for feature distribution matching.

Domain Adversarial Learning should be designed simultaneously
to align source and target-known and to segregate target-unknown features.

For Open-Set Domain Adaptation, the existing approaches of Domain Adversarial 
Learning is not applicable directly due to the existence of target-unknown features. 

Therefore, we propose Unknown-Aware Domain Adversarial Learning (UADAL)
for Open-Set Domain Adaptation.
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Methodology
• Unknown-Aware Domain Adversarial Learning

• Domain Discriminator should be able to identify three domain types: 
• Source (𝑠𝑠), Target-Known (𝑡𝑡𝑡𝑡), and Target-Unknown (𝑡𝑡𝑡𝑡)

• Domain Discrimination Loss

𝐷𝐷 𝐺𝐺 𝑥𝑥 = [𝐷𝐷𝑠𝑠 𝐺𝐺 𝑥𝑥 ,𝐷𝐷𝑡𝑡𝑡𝑡 𝐺𝐺 𝑥𝑥 ,𝐷𝐷𝑡𝑡𝑢𝑢(𝐺𝐺(𝑥𝑥))]

ℒ𝑑𝑑(𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑) = 𝔼𝔼𝑥𝑥~𝑝𝑝𝑠𝑠(𝑥𝑥) − log𝐷𝐷𝑠𝑠 𝐺𝐺 𝑥𝑥 + 𝔼𝔼𝑥𝑥~𝑝𝑝𝑡𝑡(𝑥𝑥)[−𝑤𝑤𝑥𝑥 log𝐷𝐷𝑡𝑡𝑡𝑡 𝐺𝐺 𝑥𝑥 − (1 −𝑤𝑤𝑥𝑥) log𝐷𝐷𝑡𝑡𝑢𝑢 𝐺𝐺 𝑥𝑥 ]

Feature Extractor 𝑮𝑮(𝒙𝒙) Discriminator 𝑫𝑫

𝒙𝒙𝒔𝒔
𝒙𝒙𝒕𝒕 𝒛𝒛𝒕𝒕

𝒛𝒛𝒔𝒔
Source

Target-Unknown
Input Feature𝜃𝜃𝑔𝑔 𝜃𝜃𝑑𝑑

Target-Known

𝒘𝒘𝒙𝒙 = 𝒑𝒑(𝒌𝒌𝒌𝒌𝒌𝒌𝒘𝒘𝒌𝒌|𝒙𝒙𝒕𝒕)
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Methodology
• Unknown-Aware Domain Adversarial Learning

• Domain Discriminator should be able to identify three domain types: 
• Source (𝑠𝑠), Target-Known (𝑡𝑡𝑡𝑡), and Target-Unknown (𝑡𝑡𝑡𝑡)

• Domain Discrimination Loss

• Sequential Optimization

ℒ𝑑𝑑(𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑) = 𝔼𝔼𝑥𝑥~𝑝𝑝𝑠𝑠(𝑥𝑥) − log𝐷𝐷𝑠𝑠 𝐺𝐺 𝑥𝑥 + 𝔼𝔼𝑥𝑥~𝑝𝑝𝑡𝑡(𝑥𝑥)[−𝑤𝑤𝑥𝑥 log𝐷𝐷𝑡𝑡𝑡𝑡 𝐺𝐺 𝑥𝑥 − (1 −𝑤𝑤𝑥𝑥) log𝐷𝐷𝑡𝑡𝑢𝑢 𝐺𝐺 𝑥𝑥 ]

ℒ𝑑𝑑𝑡𝑡 = ℒ𝑑𝑑𝑡𝑡𝑡𝑡 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 + ℒ𝑑𝑑𝑡𝑡𝑢𝑢 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑decompose

min
𝜃𝜃𝑑𝑑

ℒ𝐷𝐷 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 = ℒ𝑑𝑑𝑠𝑠 (𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑) +ℒ𝑑𝑑𝑡𝑡𝑡𝑡(𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑) + ℒ𝑑𝑑𝑡𝑡𝑢𝑢(𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑)

max
𝜃𝜃𝑔𝑔

ℒ𝐺𝐺 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 = ℒ𝑑𝑑𝑠𝑠 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 +ℒ𝑑𝑑𝑡𝑡𝑡𝑡 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 − ℒ𝑑𝑑𝑡𝑡𝑢𝑢(𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑)

𝐷𝐷 𝐺𝐺 𝑥𝑥 = [𝐷𝐷𝑠𝑠 𝐺𝐺 𝑥𝑥 ,𝐷𝐷𝑡𝑡𝑡𝑡 𝐺𝐺 𝑥𝑥 ,𝐷𝐷𝑡𝑡𝑢𝑢(𝐺𝐺(𝑥𝑥))]

ℒ𝑑𝑑𝑠𝑠 (𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑)
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Methodology
• Unknown-Aware Domain Adversarial Learning

• Sequential Optimization

min
𝜃𝜃𝑑𝑑

ℒ𝐷𝐷 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 = ℒ𝑑𝑑𝑠𝑠 (𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑) +ℒ𝑑𝑑𝑡𝑡𝑡𝑡(𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑) + ℒ𝑑𝑑𝑡𝑡𝑢𝑢(𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑)

max
𝜃𝜃𝑔𝑔

ℒ𝐺𝐺 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 = ℒ𝑑𝑑𝑠𝑠 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 +ℒ𝑑𝑑𝑡𝑡𝑡𝑡 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑 − ℒ𝑑𝑑𝑡𝑡𝑢𝑢(𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑)

𝑧𝑧 = 𝐺𝐺(𝑥𝑥) with fixed 𝐺𝐺. 

min
𝜃𝜃𝑔𝑔

−ℒ𝐺𝐺 𝜃𝜃𝑔𝑔,𝜃𝜃𝑑𝑑∗ = 𝐷𝐷𝐾𝐾𝐾𝐾 𝑝𝑝𝑠𝑠 ∥ 𝑝𝑝𝑎𝑎𝑎𝑎𝑔𝑔 + 𝜆𝜆𝑡𝑡𝑡𝑡𝐷𝐷𝐾𝐾𝐾𝐾 𝑝𝑝𝑡𝑡𝑡𝑡 ∥ 𝑝𝑝𝑎𝑎𝑎𝑎𝑔𝑔 − 𝜆𝜆𝑡𝑡𝑢𝑢𝐷𝐷𝐾𝐾𝐾𝐾 𝑝𝑝𝑡𝑡𝑢𝑢 ∥ 𝑝𝑝𝑎𝑎𝑎𝑎𝑔𝑔 + 𝐶𝐶0

𝑝𝑝𝑎𝑎𝑎𝑎𝑔𝑔 𝑧𝑧 = 𝑝𝑝𝑠𝑠 𝑧𝑧 + 𝜆𝜆𝑡𝑡𝑡𝑡𝑝𝑝𝑡𝑡𝑡𝑡 𝑧𝑧 + 𝜆𝜆𝑡𝑡𝑢𝑢𝑝𝑝𝑡𝑡𝑢𝑢(𝑧𝑧) /2,

𝑝𝑝𝑠𝑠

𝑝𝑝𝑡𝑡𝑡𝑡

𝑝𝑝𝑡𝑡𝑢𝑢
Alignment on 𝑠𝑠 and 𝑡𝑡𝑡𝑡.

𝑝𝑝𝑠𝑠 ≈ 𝑝𝑝𝑡𝑡𝑡𝑡
Segregation on 𝑡𝑡𝑡𝑡.
𝑝𝑝𝑡𝑡𝑢𝑢 ⟷ 𝑝𝑝𝑡𝑡𝑡𝑡,𝑝𝑝𝑠𝑠

[Theorem 3.1.]

𝐷𝐷∗ 𝑧𝑧 =
𝑝𝑝𝑠𝑠(𝑧𝑧)

2𝑝𝑝𝑎𝑎𝑎𝑎𝑔𝑔(𝑧𝑧)
,
𝜆𝜆𝑡𝑡𝑡𝑡𝑝𝑝𝑡𝑡𝑡𝑡(𝑧𝑧)
2𝑝𝑝𝑎𝑎𝑎𝑎𝑔𝑔(𝑧𝑧)

,
𝜆𝜆𝑡𝑡𝑢𝑢𝑝𝑝𝑡𝑡𝑢𝑢(𝑧𝑧)
2𝑝𝑝𝑎𝑎𝑎𝑎𝑔𝑔(𝑧𝑧)

,
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Methodology
• Open-Set Recognition

• Motivation: Given Decision boundary on known-classes by the source domain, 

• Posterior Inference

• Open-Set Classification
• Classifier 𝑪𝑪 is the extended classifier with the dimensions including the unknown class, 𝑦𝑦𝑢𝑢𝑢𝑢𝑡𝑡.

Target-Known Instances

Target-Unknown Instances Uncertain Classification Case

Certain Classification Case

High Entropy, ℓ𝑥𝑥 ↑

Low Entropy, ℓ𝑥𝑥 ↓

�𝑤𝑤𝑥𝑥 ≔ 𝑝𝑝 𝑡𝑡𝑘𝑘𝑘𝑘𝑤𝑤𝑘𝑘 ℓ𝑥𝑥 =
𝜆𝜆𝑡𝑡𝑡𝑡𝑝𝑝(ℓ𝑥𝑥|𝑡𝑡𝑘𝑘𝑘𝑘𝑤𝑤𝑘𝑘)

𝜆𝜆𝑡𝑡𝑡𝑡𝑝𝑝 ℓ𝑥𝑥 𝑡𝑡𝑘𝑘𝑘𝑘𝑤𝑤𝑘𝑘 + 𝜆𝜆𝑡𝑡𝑢𝑢𝑝𝑝(ℓ𝑥𝑥|𝑡𝑡𝑘𝑘𝑡𝑡𝑘𝑘𝑘𝑘𝑤𝑤𝑘𝑘)
By fitting Beta Mixture Model

ℒ𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑔𝑔,𝜃𝜃𝑐𝑐 = �
𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠 ∈𝑋𝑋𝑠𝑠

ℒ𝐶𝐶𝐶𝐶 𝐶𝐶(𝐺𝐺(𝑥𝑥𝑠𝑠)),𝑦𝑦𝑠𝑠 + �
𝑥𝑥𝑡𝑡∈𝑋𝑋𝑡𝑡

1 − �𝑤𝑤𝑥𝑥 ℒ𝐶𝐶𝐶𝐶 𝐶𝐶 𝐺𝐺 𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑢𝑢𝑢𝑢𝑡𝑡 + �
𝑥𝑥𝑡𝑡∈𝑋𝑋𝑡𝑡

ℒ𝐻𝐻 (𝐶𝐶(𝐺𝐺(𝑥𝑥𝑡𝑡)))

Source Classification Target Unknown Classification
1 − �𝑤𝑤𝑥𝑥 ↑⟶ 𝑦𝑦𝑢𝑢𝑢𝑢𝑡𝑡 ↑

Target Entropy Min.
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• Experimental Results
• We conducted the experiments on Office-31 and Office-Home with three backbone networks.

• In order to show the robustness of the architecture choice.

Experimental Part
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Experimental Part
• Experimental Results

• Correlation analysis between the PAD on 𝒕𝒕𝒌𝒌 and 𝒕𝒕𝒕𝒕 and the evaluation metrics, HOS and UNK.

• t-SNE Analysis

OSBP UADALSTADANN DCC

Segregation ↑

HOS, UNK ↑
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Conclusion
• We proposed Unknown-Aware Domain Adversarial Learning (UADAL) for Open-Set 

Domain Adaptation.
• The first approach to explicitly design the segregation of the target-unknown features (𝑡𝑡𝑡𝑡) in the 

domain adversarial learning framework for Open-Set Domain Adaptation.

• We design a new domain discrimination loss and formulate the sequential optimization 
for the unknown-aware feature alignment.
• By replacing a two-way domain discriminator with the three-way to handle 𝑡𝑡𝑡𝑡 information.
• Providing theoretical analyses on the optimized state of the proposed feature alignment.

• We evaluate UADAL on the benchmark datasets with varying the backbone networks. 
• Empirically, we demonstrated that better feature alignment for OSDA leads to the performances.
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Thank you
Contact:  adkto8093@kaist.ac.kr
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