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Motivation

üOn IoT devices, limited SRAM memory and Flash storage are the major constraints for deploying 
models. A SOTA ARM Cortex-M7 MCU merely has 512kB SRAM and 2MB Flash.

üTypically, full-precision MobileNetV2 consumes 5.6M peak memory and 13.5M storage, and INT8
model consumes 1.4M peak memory and 3.4M storage.

üThe resource utilization of fixed-precision quantization is not high in some stages.
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Motivation

üThus, deploying model on IoT devices needs much lower bit precision quantization.

üLower bit precision lower accuracy. “A3W2” model fits both 512KB memory limit and 2MB storage limit.

üMixed-precision quantization with NAS can use lower bit on tight-resource position and higher bit on rich-
resource position to promote the deloyment.

4



Quantization Entropy--Overall

üOur proposed strategy for deep network design consists of three modules, including
quantization entropy score, Gaussian initialization calibration, and resource 
maximization.
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Quantization Entropy--Full-Precision Models

üRegard a deep neural network as an information system, and the differential entropy 
of the last output feature map represents the expressiveness.

üThe differential entropy of a Gaussian distribution only depends on Variance.

üThe L-layer’s expectation and variance without quantization:

üNext, we will explore how to introduce mixed-precision quantization into the 

calculation process.
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Quantization Entropy--Mixed-Precision Models

üWe need to insert low-precision function behind Gaussian initialized input and weights.

üAccording to Fig. 4, the quantization of Gaussian variable will decrease the variance of the 

input, which is the reason of quantization loss.

üThe decreased quantization standard deviation ˆσ(N ) is demonstrated in Table 2. 7



Quantization Entropy--Mixed-Precision Models

üThus we consider to refine entropy score to distinguish the different bits loss. We adopt a 

scaling parameter to normalize the input to σA :

üFinally form the Quantization Entropy Score (QE-Score) to measure quantization loss:

üQE-Score depends on the structural parameters, quantization precision, and initial standard 

deviation σA and σW. Next, we will show how to determine σA and σW. 8



Quantization Entropy-- Gaussian Calibration

üUse MobileNetV2 architecture with fixed-precisions to calibrate the accuracy and score.

üWhen gradually increasing the values of σA and σW , QE-Scores are gradually positive correlated 

with accuracy. σA = 5 and σW = 4 can rank the diversity of activations and weights on accuracy. 9
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Quantization Entropy--QBR

üFinally, to maximize the resource utilization, we use Quantization Bits Refinement (QBR) strategy to
redistributes the mixed-precisions.

üGiven a cadidate structure, we scale the mixed-precision of activations to make the peak memory 
meet the budget. Accordingly, we also increase or decrease the mixed-precision of weights to 
guarantee the model size approaches the budget. 10
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Experimental Results – Correlation study

üTo verify the correlation between our QE-Score and accuracy, we randomly selected 100 

models without QE-Score under the same searching space.

üFigures show Our QE-Score is valid to rank various architectures without training.
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Experimental Results – Mixed Quantization Comparison

üOur searched model has a higher accuracy boost than MobileNetV2 baseline, which is also better

than other methods.
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Experimental Results – Classification on ImageNet

üUnder the tight constraints of 256kB SRAM and 1MB Flash, our model significantly 

improves the TOP-1 accuracy over quantized MCUNets.

üWhole Table 4 indicates our QE-Score can specialize higher-capacity structures on 

resource-constrained IoT devices. 13



Experimental Results – Classification on VWW

üVisual Wake Words (VWW) represents a realistic IoT use-case of identifying person.

üOur model is superior to MCUNet in both accuracy and memory utilization.
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Experimental Results – Detection on WIDER FACE

üTo verify the generalization ability of our method, we conduct an experiment on Detection.

üOur model can achieve a competitive mAP performance on WIDER Face dataset.
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Experimental Results – QBR Visualization

üOur method maintains higher-precision weights and lower-precision activations in the front 

few layers, while opposite in the latter few layers. 

üSo QBR can strengthen resource utilization by embedding prior design knowledge.
16
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Conclusion

üTo the best of our knowledge, we first present the ranking strategy of mixed-precision

quantization networks in the entropy view to measure the expressiveness of the network.

üQuantization Bits Refinement is proposed to adjust mixed quantization bits, which

maximize the utilization of memory and storage resources on the IoT devices. 

üBenefitting from the QE-Score, our approach can achieve architecture searching within less

than half a CPU hour. 
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