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The Universal Paradigm of Machine Learning

Training Set === Algorithm = Predictive Model

minimize loss on training set  predict y from x
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“Uhh, there’s something wrong with this model”



A New Paradigm of Machine Learning 7
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Training Set === Algorithm == Many Predictive Models

achieve low loss on training set
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Obj = Misclassification Error + A (#leaves)

“Rashomon Set”
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TreeFARMS *;(x‘*

Trees FAst RashoMon Sets

* Finds all optimal and almost-optimal sparse decision trees.

* [ et users choose between trees.



Ingredients:

- Dynamic programming formulation
 Theorems that reduce the search space

- The model set representation: data structure for efficiently
storing and evaluating lots of trees.



Do other methods produce all
almost-optimal models?

They do not.

In 46 seconds on Monk?2...
BART 3 /488 unique trees
Random Forest 0/ 20,731 unique trees
CART+sampling 7 / 20,398 unique trees

TreeFARMS 105,782,431/ 105,782,431 unique trees



Applications:

» Model-free Variable importance analysis
« Rashomon sets for other metrics
- Robustness to removal of data
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Is variable v important to all good models?

Is variable v important to none of the good models?
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Applications:

« Rashomon sets for other metrics



* The set of almost-optimal accurate models includes:
+ all almost-optimal ' 1 -score models

‘All Accurate Models



* The set of almost-optimal accurate models includes:
+ all almost-optimal ' 1 -score models

- all almost-optimal balanced accuracy models
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Applications:

- Robustness to removal of data



» The set of almost-optimal accurate models is robust to removal of
some data points.
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TimberTrek is an interface for TreeFARMS

/I //// TiIMBERTREK: Exploring and Curating Sparse Decision Trees with
|72

Tree 583 (0.6676) O Q @

@ Prior crime >3

true false
N
o \3
Prior cri... @)
AN

Age <21 .<

Interactive Visualization
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