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Satisfiability Problems

Boolean Satisfiability Problem (SAT):
» Determine whether there exists an assignment that can satisfy a Boolean formula.

Example:
(X1 V_IX2) /\ (X1 V X3) /\ (_IX]_ V X2 V X3)

A satisfying assignment



Satisfiability Problems

Boolean Satisfiability Problem (SAT):

» Determine whether there exists an assignment that can satisfy a Boolean formula.
Sharp Satisfiability Problem (#SAT, or model counting):

« Count the number of all satisfying assignments for a Boolean formula

Example:
(X1 V_IX2) /\ (X1 V X3) /\ (_IX]_ V Xz V X3)

All satisfying assignments:

X]_:O, Xz—O, X3:1
Xlzl, XZ O, X3:1
X1:1, XZ 1, X3:O
X1:1, Xz_l, X3:1



Factor Graph Formulation

1 m m
p(x) = 71 “fa(xa) Z = 2(; Afa(xa)>

a=1 X a=1

where x = (x4, x5, ..., X,) denote a possible assignment, x, denote the corresponding assignment in
clause a, f,(x,) = 1 if x, satisfies clause a else f,(x,) = 0, Z is the partition function, representing
the number of all satisfying assignments.

We can consider p(x) as a probability measure on the solution space that has a uniform distribution
for all satisfying assignments and zero probability for unsatisfying ones.



Traditional Inference Algorithm

Belief Propagation (BP, in log space):

m® G =22+ > mEPw)  ma = =2 + LSk, i(fa<xa)+
ceN(i)\a JEN(a)\i
« Marginal inference:
T
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« Partition function estimation (Bethe approximation):

an=—zzb(xa)l ba(X “)+z (N(l)—l)Zb(x)lnb(xl)

a=1 x4

Drawbacks: inaccurate, not flexible, hard to converge...
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NSNet’s Framework

Serve as a neural generalization of BP

SAT:

« Perform marginal inference (rather than predicting a possible assignment directly)
 Obtain a satisfying assignment by rounding and executing a local search

#SAT:

« Estimate the partition function

— > Perform marginal inference X, =0.75 X, =1 X, =1
. .. . Round Initialize
——  Estimate the partition function — X5 =050 — > Xh=1 — SLS Solver —_— Xy =1 SAT
X3 - 075 X3 — 1 X3 - 1
(X1V X)) A Estimated marginals Initial assignment Satisfying assignment
(XivXz)An — | NSNet —
(- X1V Xy vV Xs)
Input formula

—— InZ = 1.39 —— #(Satisfying assignments) =~ el ~ 4 #SAT

Estimated the log
partition function



NSNet’s Framework

Graph representation:

X! and X denotes variable X; takes values 1 and 0 respectively. The solid/dashed line indicates that
the variable assignment satisfies/dissatisfies the associated clause.



NSNet’s Framework

Message passing scheme:

 Clause to variable assignment

~(k) (k 1) ~ ~
Ha(xl)—MLP< 2 Mo (xJ) m® (x;) = MLP( " (), fﬁ>a(1—xi))

ceN(i)\a

Variable to clause assignment

k
m® (x;) = MLP LSEx*\x< z ](_))a(x])>
JEN(a)\i

Edge embeddings

Use the same aggregators (summation, LSE) as BP

Enforce the permutation invariance and the negation equivariance of CNF formulas



NSNet’s Framework

Readout:
SAT:
bi(x;) = MLP( z ma_n (%)) [b; (1), b;(0)] = softmax[li(l),l?i(O)]
a€eN(i)
#SAT:
E;(xa) = MLP( z ]"a(xf)> ba(xa) — B;(xa) — LSExa (B;(xa))
JEN(a)
InZ = b,(x;)Inb,(x,) + (N(@)—1) ) bi(x;)Inb;(x;)
S eomnor T w003
Training:

 Using the ground truth marginals and the model counting
« KL divergence loss for SAT and MSE loss for #SAT



Experiments

SAT

 Solving accuracy of the initial assignments (without local search)
» Compared with BP and the SOTA model NeuroSAT
» Compared with the assignment supervision

Table 1: Solving accuracy (%) of the initial assignments on the synthetic datasets.

Same Distribution

Larger Distribution

Supervision  Method SR 3.SAT CA Total SR 3.SAT CA Total
N/A BP 49.65 5143 3645 4584 597 7.18 659 6.8
Ac . NeuroSAT 4416 4374 3537 4109 160 252 164 192
SSIgAMENt N Net 39.62 57.63 4720 4815 337 813 3.61 5.03
Mareinal NeuroSAT 47.77 4860 5097 4911 199 3.18 561 3.59
argina NSNet 63.16 6352 5630 60.99 9.13 1207 8.08 9.76




Experiments

SAT

 Solving accuracy with local search

» Compared with the SOTA SLS solver with different initialization methods

Table 3: Solving accuracy (%) for Sparrow with different initializations on the synthetic datasets.

Method

Larger Distribution

SR 3-SAT CA Total
Sparrow 877 +£0.15 11.48+£0.26 54254023 24.83 £ 0.08
BP-Sparrow 2776 £0.20 35304031 84.89+0.19 49.32+0.11
NeuroSAT-Sparrow  22.04 £0.30 29.03 £0.30 83.64 £0.22 4490 +0.18
NSNet-Sparrow 29.66 £ 0.15 3724 +£0.18 86.13 +£0.21 51.01 +0.11




Experiments

#SAT

* Rooted mean square error (RMSE) and runtime
» Compared with the SOTA solvers ApproxMC3, F2 and the neural baseline BPNN

B ApproxMc3 . - :zpproxMB
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N - . A Table 4: RMSE and average runtime for
w d . 2 e f each solver on the SATLIB benchmark.
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orso or_60 or_70 or_100 blasted 75 % s Total 0 50 100 150 200 250 F2 2.36 27.79
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Figure 3: (Left) RMSE between estimated log countings and ground truth for each solver on the
BIRD benchmark. (Right) Cactus plots of runtime for each solver on the BIRD benchmark.



Thank you!

Email: zI1199@cs.mcgill.ca or zhaoyu.li@mila.quebec
Github code: https://github.com/zhaoyu-li/NSNet




