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• Cross Entropy (CE) loss has always been the default choice

Which loss shall we chose for classification task: Cross Entropy Loss 
or Square Loss? 

• However,  cross entropy has several drawbacks： lack interpretability[1],  adversarial 
vulnerability[2], over-confidence[3], …

• Recent experiential evidence[4], [5] shows Square Loss (SL) has better performance in 
some NLP/CV application
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• Generalization error bound

We theoretically and empirically investigate SL from following three 
aspects:

• Adversarial robustness (margin property)

• Calibration error

——The distance between the predicted confidence and the underlying 
condition probability                    

——The robustness of the decision boundary to perturbation on input data

——The convergence rate on misclassification error


