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Hybrid Quantum-Classical Computing
• A promising framework to achieve quantum advantages on current 

noisy intermediate-scale quantum (NISQ) devices

• The performance highly relies on the power of PQCs

Flow chart of binary quantum classifier training from Paddle-Quantum
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Motivation

• QNN architectures
• Strongly Entangling Circuit [Schuld 2020]

• QCNN [Cong et al 2019]

• Tree-Tensor Network [Grant et al 2018] 

• Auto Search

• Data Encoding Circuit
• Few literature
• But it is also important

• Kernel's perspective [Schuld 2021]
• Influence the generalization error [Caro et al 2021, Banchi et al 2021]
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This Work

• Focus
• PQC-based data encoding strategy

• Question
• How to systematically understand such encoding strategies?



Main results

• Concentration -- average encoded quantum state 
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Data Encoding Concentration

• Quantum 2-relative Renyi divergence decays exponentially in depth D
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• Loss function

• Limit the trainability (probably classification ability) of QNNs
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Applications in Quantum Supervised Learning

• In the Scenario of Quantum State Discrimination
• Success probability

• Restrict the distinguishability of POVMs



Numerical Experiments (1)

• Numerical quantum divergences 

indeed decrease exponentially for 

the following PQCs
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Numerical Experiments (2)
• Synthetic Data Set – Test accuracy 

• These results are in line with our theoretical analysis, i.e., limitations of PQCs



Numerical Experiments (3)
• Public Data Set 



Conclusion

• This work explores the data encoding concentration by proving the 
exponential decay (in encoding depth) of the upper bound of 
quantum divergence.

• The quantum states encoded by deep PQCs will seriously limit the 
classification performance of downstream supervised learning tasks.

• This work also provides insights in developing nontrivial quantum 
encoding strategies, i.e., avoiding concentration.



Thank you!


