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## Learning from Label Proportions (LLP)

- Feature-vector space $\mathscr{X}=$ 風d $^{d}, f: \mathscr{X} \rightarrow\{0,1\}$.
- Define label proportion $\sigma(\mathrm{B}, \mathrm{f}):=\operatorname{Avg}\{\mathrm{f}(\mathbf{x}): \mathbf{x} \in \mathrm{B}\}$ for bag $\mathrm{B} \subseteq \mathscr{X}$
- Training examples $(B, \sigma(B, f))$, goal is to train $h$ consistent with $f$.
- $\quad h: \mathscr{X} \rightarrow\{0,1\}$ satisfies $B$ if $\sigma(B, h)=\sigma(B, f)$
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Our focus: When the target concept f is a linear threshold function (LTF) or halfspace.

- $f=\operatorname{pos}(\langle\mathbf{r}, \mathbf{x}\rangle+c)$ where $\operatorname{pos}(a)=1$ if $a>0,0$ otherwise.
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Is there algorithm satisfying $\boldsymbol{\Omega}(1)$-fraction of bags of size > 2 ?
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Hardness: NP-hard to find any function of constantly many LTFs that

- satisfies $(1 / q+\delta)$-fraction of bags for any constant $q \in ъ^{+}$,
- $\quad$ satisfies $(4 / 9+\delta)$-fraction of bags for $q=2$.
for any constant $\delta>0$.
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Future Work: Algorithm for satisfying bags of size $>3$.
LLP-learning other classifiers, deviation-based objectives.

