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Harmful social biases

Stereotypes

Offensive or hateful languages

Repetition and dullness

Non-factuality

Inconsistency

Microagression

Garbage-in Garbage-out
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Can language 
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Exploration
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Online 
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Reinforcement Learning
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Least toxic

RealToxicityPrompts
(Gehman et al., 2020)

Toxicity ( ↓ )
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As fluent as before

RealToxicityPrompts
(Gehman et al., 2020)

Fluency ( ↓ )
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(Liu et al., 2021)

Positive Sentiment ( ↑ )

☹ Unwanted
Sentiment

0.1

15.1

30.1

45.0

60.0

GPT-2 PPLM CTRL GeDi DExpert DAPT QUARK

Most positive



0.1

17.6

35.1

52.5

70.0

MLE Unlikelihood SimCTG QUARK QUARK+Unlikelihood

Less repetitive

(Welleck et al., 2020)

Repetition ( ↓ )
🔁 Repetition

Even better combined 
with the Unlikelihood loss
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