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Our main contribution: Operative dimensions as a novel tool to identify
task-specific subspaces in recurrent weight matrices
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Operative dimensions identify functionally relevant
subspace in recurrent weight matrix

= Low-dimensional subspace is = Functionally relevant subspace does not
sufficient for original performance explain most of the variance in the weight matrix

-context-dependent integrator
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Thank you for your attention!
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