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Text-Guided Video Temporal Grounding

• Goal
• Identify the starting and ending time of an event based on a natural language description

• Applications
• Video retrieval, video editing, human-computer interaction

• Challenges
• Joint understanding of scenes, objects, activities and sentences in videos

Query: “A girl and a guy hug each other”

Query: “Train begins to move”
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Motivation

• RGB features are affected by background clutters
• Optical flow can identify actions with large motion, e.g., “closing a door”, 

“throwing a pillow”
• Depth helps recognize actions involving objects with distinct shapes, e.g., “sitting 

in a bed”, “working at a table”
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Proposed Framework
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LGI: Local-Global Video-Text Interactions
Co-TRM: Co-Attentional Transformer
FC: Fully-Connected Layer
REG: Regression



Inter-Modal Feature Learning

• Co-Attentional Feature Fusion
• Co-attentional transformer layer [1] with multi-head attention blocks
• Each block takes a pair of features as input
• Query (Q) from one modality, key (K) and value (V) from the other modality

• Dynamic Feature Fusion
• Importance of each modality depends on the input
• Dynamically learn the weights for each multi-modal feature and linearly combine the 

features using the weights
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[1] Lu et al. “ViLBERT: Pretraining Task-Agnostic Visiolinguistic Representations for Vision-and-Language Tasks” In NeurIPS, 2019



Intra-Modal Feature Learning

• Anchor 𝑉: input video
• Positive samples 𝑉!: videos with same action category
• Negative samples 𝑉": videos with different action categories
• Contrastive learning on the multi-modal features 𝑀#, 𝑀$ and 𝑀%
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Experimental Settings

• Language encoder: Bi-LSTM
• Visual encoder: I3D/C3D
• Optical flow: RAFT [1]
• Depth: MiDaS [2]
• Datasets: Charades-STA, ActivityNet Captions
• Evaluation metric

• Recall at various thresholds of temporal IoU (R@0.3, R@0.5, R@0.7)
• mean temporal IoU (mIoU)

7[1] Teed et al. “RAFT: Recurrent All-Pairs Field Transforms for Optical Flow” In ECCV, 2020
[2] Ranftl et al. “Towards Robust Monocular Depth Estimation: Mixing Datasets for Zero-Shot Cross-Dataset Transfer” In PAMI, 2020



Experimental Results
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Ablation Study
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Qualitative Results on Charades-STA Dataset
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Qualitative Results on ActivityNet Captions Dataset
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Conclusions

• Propose a multi-modal framework for text-guided video temporal grounding by 
extracting complementary information from RGB, optical flow and depth features
• Design a dynamic fusion mechanism across modalities via co-attentional 

transformer to effectively learn inter-modal features
• Apply contrastive learning across videos for each modality to enhance intra-

modal feature representations that are invariant to distracted factors with 
respect to actions
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Code Available at: https://github.com/wenz116/DRFT 

https://github.com/wenz116/DRFT

