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Adversarial Examples

[1] Biggio, et al. Evasion attacks against machine learning at test time. ECML-KDD, 2013.
[2] Szegedy, et al. Intriguing properties of neural networks. ICLR, 2014.

Adversarial Examples: worst-case data at test time

Accuracy : 90+%

Accuracy: 0%

Perturbations

Clean test data

Worst test data

Clean training data
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Accuracy : 0%Clean test data

Clean training data

What if the training data can be perturbed?

Perturbations

Worst training data
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Accuracy : 0%Clean test data

Clean training data

Delusive Attacks

Delusive Attacks: worst-case data at training time

Perturbations

Worst training data

[3] Newsome, et al. Paragraph: Thwarting Signature Learning by Training Maliciously. Recent advances in intrusion detection, 2006. 
[4] Feng, et al. Learning to Confuse: Generating Training Time Adversarial Data with Auto-Encoder. NeurIPS, 2019.
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Our Perspective: Twins of Evil

Adversarial Examples: worst-case test data

Delusive Attacks: worst-case training data

train

test

train 

test
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[Contribution 1] Formulation of delusive attacks

train

test

Wasserstein ball

[4] Feng, et al. Learning to Confuse: Generating Training Time Adversarial Data with Auto-Encoder. NeurIPS, 2019.
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[Contribution 2] The principled defense

Take-aways

1. Minimizing the adversarial risk on the perturbed data⇔ Minimizing an 
upper bound of natural risk on the original data

2. Adversarial Training: A principled defense against delusive attacks



Take-aways

1. Adversarial training works under delusive attacks by mitigating model 
reliance on non-robust features

2. Adversarial perturbations are more harmful than hypocritical perturbations

Our Contribution

8Better Safe Than Sorry: Preventing Delusive Adversaries with Adversarial Training

[Contribution 3] Internal Mechanisms



Our Contribution
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[Contribution 4] Empirical evidences

➢ Practical delusive attacks 

➢ Adversarial perturbations (P1), 

➢ Hypocritical perturbations (P2), 

➢ Universal adversarial perturbations (P3), 

➢ Universal hypocritical perturbations (P4), 

➢ Universal random perturbations (P5), 

➢ DeepConfuse (L2C) [4] 

[4] Feng, et al. Learning to Confuse: Generating Training Time Adversarial Data with Auto-Encoder. NeurIPS, 2019.
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[Contribution 4] Empirical evidences

➢ Six delusive attacks 
Adversarial perturbations (P1), Hypocritical perturbations (P2), Universal 
adversarial perturbations (P3), Universal hypocritical perturbations (P4), 
Universal random perturbations (P5), and DeepConfuse (L2C)

➢ Three datasets 
CIFAR-10, SVHN, and a subset of ImageNet

➢ Three tasks 
supervised learning, self-supervised learning, and overcoming simplicity bias

Take-aways

1. The defense withstands all the attacks on all the datasets/tasks.

2. Both theoretical and empirical results vote for adversarial training.
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Thanks!


