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Training Methods for Neural Networks

𝑓 𝑥; 𝜃 : a neural network parametrized by 𝜃 ∈ ℝ! .

ℒ: loss function,  𝒟"#$#: data distribution,  𝒟%#&#': parameter distribution.
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Training Methods for Neural Networks

Weight-Optimization (Standard Approach in Deep Learning)

min
(∈ℝ!

𝔼 +,- ~𝒟"#$# ℒ 𝑓 𝑥; 𝜃 , 𝑦

𝑓 𝑥; 𝜃 : a neural network parametrized by 𝜃 ∈ ℝ! .

Optimize the following problem with SGD:

ℒ: loss function,  𝒟"#$#: data distribution,  𝒟%#&#': parameter distribution.

𝑓(𝑥; 𝜃) 𝑓(𝑥; 𝜃∗)
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Training Methods for Neural Networks

Weight-Optimization (Standard Approach in Deep Learning)

Weight-Pruning Optimization (Ramanujan et al., CVPR’20)

min
(∈ℝ!

𝔼 +,- ~𝒟"#$# ℒ 𝑓 𝑥; 𝜃 , 𝑦

min
0∈ 1,2 !

𝔼 +,- ~𝒟"#$# ℒ 𝑓 𝑥; 𝜃 ⊙𝑚 , 𝑦

𝑓 𝑥; 𝜃 : a neural network parametrized by 𝜃 ∈ ℝ! .

Sample and fix 𝜃 ~ 𝒟%#&#'. Then optimize:

Optimize the following problem with SGD:

𝑓(𝑥; 𝜃⊙𝑚)𝑓(𝑥; 𝜃)

ℒ: loss function,  𝒟"#$#: data distribution,  𝒟%#&#': parameter distribution.

𝑓(𝑥; 𝜃) 𝑓(𝑥; 𝜃∗)
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Weight-Pruning Optimization (Ramanujan et al., CVPR’20)

Features:  n Discrete search space, sparse network.
n We can control the range of values in 𝜃.

E.g. If we take a uniform distribution over 1, −1 for 𝒟%#&#',
𝜃 is a vector of binary parameters during/after training.

Drawback: n (Pensia et al., NeurIPS’20)  The weight-pruning requires 
logarimithmic over-parametrization for 𝑓(𝑥; 𝜃) to achieve the 
same approximation capacity as the weight-optimization.

Sample and fix 𝜃 ~ 𝒟%#&#'. Then optimize: 𝑓(𝑥; 𝜃⊙𝑚)𝑓(𝑥; 𝜃)

min
0∈ 1,2 !

𝔼 +,- ~𝒟"#$# ℒ 𝑓 𝑥; 𝜃 ⊙𝑚 , 𝑦
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Our Approach:  Iterative Randomization

Randomizing pruned weights during the weight-pruning optimization 
leads to increase the number of network parameters virtually.

Optimize 𝑚
(Straight-through estimator)

𝜃~𝒟!"#"$ Randomize
masked weights
𝜃 ⊙ (1 − 𝑚)
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Our Approach:  Iterative Randomization

Randomizing pruned weights during the weight-pruning optimization 
leads to increase the number of network parameters virtually.

Optimize 𝑚
(Straight-through estimator)

𝜃~𝒟!"#"$ Randomize
masked weights
𝜃 ⊙ (1 − 𝑚)

𝜃 ← 𝜃 ⊙𝑚 + +𝜃 ⊙ 1 −𝑚 ,
where *𝜃~𝒟!"#"$.

Also, we proposed a stabilized version of 
the randomizing operation in our paper.
(Partial Randomization)

Naïve Randomization :
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𝑓 𝑥 : a target neural network,              𝑑% : width size for 𝑖-th layer of 𝑓 𝑥 .
𝑔 𝑥 : a neural network to be pruned,    /𝑑& : width size for 𝑗-th layer of 𝑔 𝑥 .

Assume: the weights of 𝑔 𝑥 are sampled from the uniform distribution over −1,1 .

Results (Theoretical Justification)
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𝑓 𝑥 : a target neural network,              𝑑% : width size for 𝑖-th layer of 𝑓 𝑥 .
𝑔 𝑥 : a neural network to be pruned,    /𝑑& : width size for 𝑗-th layer of 𝑔 𝑥 .

Assume: the weights of 𝑔 𝑥 are sampled from the uniform distribution over −1,1 .

Results (Theoretical Justification)

𝑅 :  # of randomizing iters.
𝑅 = 1 : previous works

𝑂(log(𝑑)) (Pensia et al., 𝑅 = 1)
→ 𝑂(1) (when 𝑅 ≫ 1)

The over-parameterization factor
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Results (CIFAR-10 & ImageNet experiments)

Width factors →

Test accuracy

Proposed 
method

Baseline
(Ramanujan et al.)

CIFAR-10

ImageNet


