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Weight-Pruning Optimization (Ramanujan et al., CVPR'20)

Sample and fix 6 ~ Dparam- Then optimize:
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Weight-Pruning Optimization (Ramanujan et al, CVPR'20) ©) NTT

Sample and fix @ ~ Dparam- Then optimize: f(x{?) f(x; H'Gm)

min IE(x»y)“’Ddata [L(f(x; 0 @ m): y)]

me{0,1}V

Features: M Discrete search space, sparse network.
B We can control the range of values in 6.
E.g. If we take a uniform distribution over {1, —1} for Dy ram,

6 is a vector of binary parameters during/after training.

Drawback: m (Pensia et al., NeurlPS'20) The weight-pruning requires
logarimithmic over-parametrization for f(x; 8) to achieve the
same approximation capacity as the weight-optimization.



Our Approach: Iterative Randomization

Randomizing pruned weights during the weight-pruning optimization
leads to increase the number of network parameters virtually.

Optimize m Randomize
(Straight-through estimator) masked weights

60 1-m)
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Randomizing pruned weights during the weight-pruning optimization
leads to increase the number of network parameters virtually.

Naive Randomization :

00O mM+060(1-—m),

where 0~Dparam-

Ra_ndomi;e Also, we proposed a stabilized version of
masked weights the randomizing operation in our paper.
00O (1—m) (Partial Randomization)

Optimize m
(Straight-through estimator)




Results (Theoretical Justification) @ NTT

f (x): a target neural network, d;: width size for i-th layer of f(x).
g(x): a neural network to be pruned, d;: width size for j-th layer of g(x).

Assume: the weights of g(x) are sampled from the uniform distribution over [—1,1].

Theorem 4.1 (Main Theorem) Fix ¢, > 0, and we assume that || F;||pror, < 1. Let R € N, and

assume that g(x) satisfies the re-sampling assumption for R.

Ifdy 1 > 2d; 1 [ S 0g (2419 holds for all i = 1,--- 1, then with probability at least

1 — 6, there exist binary matrices M = {M;}1<j<2; such that
1f(z) — gm(z)|l2 <€, for ||z]|o < 1. (7)

In particular, if R is larger than Sld% \/di log( 2ld’gld" ), then do;_1 = 2d;_1 is enough.
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f (x): a target neural network, d;: width size for i-th layer of f(x).
g(x): a neural network to be pruned, d;: width size for j-th layer of g(x).

Assume: the weights of g(x) are sampled from the uniform distribution over [—1,1].

R : # of randomizing iters.

R = 1: previous works
5,

Theorem 4.1Wem) Fix €,0 > 0, and we assume that || F;||gror, < 1. Let R € N, and
assume that g(x) satisfiex/the re-sampling assumption for R.
641%d?_,d;

fldai—1 > 2d;—1 [~ log(2%=1% )] lholds for all i = 1, - - ,1, then with probability at least

The over-parameterization factor

1 — 0, there exist binary matrices M = { j}lgjsgl such that
1 f (@) — gm(z)ll2 < €, for [|z]leo < 1. (7)
: St 8ld;_1 2ld;_id; = .
In particular, if R is larger than —— \/ d;log(==5"), then dy;_1 = 2d;_ is enough.

|

O(log(d)) (Pensiaetal,R =1)
- 0(1) (when R > 1)




Results (CIFAR-10 & ImageNet experiments)
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