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Background 

In many machine learning applications, to obtain an 
intelligent agent, we frequently need large models and 
big data. 

 

For example, in image classification, we usually meet 
big datasets such as ImageNet including more than 14 
million labeled images, and use these big data to train 
large deep neural networks (DNNs). 
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Background 

Recently, Stochastic Gradient Descent (SGD) is a 
workhorse in solving these large-scale machine learning 
problems, due to only requiring a mini-batch samples 
or even one sample at each iteration. 
 

 

Adaptive gradient methods are one of the most 
important variants of SGD, which use adaptive learning 
rates and possibly incorporate momentum techniques, 
so they generally require little parameter tuning and 
enjoy faster convergence rate than SGD. 
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Existing Adaptive Gradient Methods 

So far, these adaptive gradient methods use the coordinate-wise 
learning rate.  
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Super-Adam Algorithm 

So far, the existing adaptive gradient methods only focus on some specific 
adaptive learning rates. It is desired to design a universal framework for 
practical algorithms of adaptive gradients with theoretical guarantee. 

Insight from the dynamic mirror descent algorithm, we propose an efficient 
adaptive gradient framework, i.e., Super-Adam Algorithm, based on the 
momentum techniques. 

Dynamic Mirror Descent iteration: 

Bregman Distance: 

Bregman function varies with the iteration. 
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Conclusions 

1) We provide a novel insight to understand adaptive 
gradient methods by using dynamic mirror descent 
algorithm; 

2) We propose a novel adaptive gradient framework 
based on dynamic mirror descent algorithm; 

3) We provide a convergence analysis framework for our 
Super-Adam algorithm for nonconvex optimization. 
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Thanks! 
Q&A 


