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> Objective

Analyze the of DNNs for 3D point cloud

processing
* Regional sensitivities
* Spatial smoothness

* Representation complexity




> Introduction

Regional sensitivities
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(a) Comparison of six types of
sensitivities of PointNet++. (b) Visualization of regional sensitivities of PointNet++.

Disentangle the overall
model vulnerability into
six types of regional
sensitivities.




> Introduction
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the network output. (c) The smoothness of regional attributions.




> Introduction

: non-smooth smooth
Spatial smoothness % ’ These two
5 adjacent regions
Adjacent regions are supposed s, are supposed to have
.. . . o similar attributions
to have similar attributions to SIS (ie. similar colors) ﬁl:
the network OutPUt° (c) The smoothness of regional attributions.
motorcycle =
wheel
Representation complexity #s
\ I : r-
Evaluate the complexity of low-order interaction:
3D t ¢ th ¢ b collaborations among regions (7, /)  high-order interaction:
SUTUClUres that can oc and a few other regions  collaborations among regions (i, /)
encoded 1n a DNN. and massive other regions

(d) Ilustration of the multi-order interaction.




> Preliminaries: Shapley values

* A unique unbiased approach to fairly allocate the total reward to each player!!)
o Satisfies axioms of /inearity, nullity, symmetry, and efficiency!’]

In 3D point cloud processing — Game
* Input point cloud regions — players
* Scalar output of the DNN — total reward of the players in the game

/4
six input variables "o III output
. A network
six players
A game reward

l l

S v(S)




> Preliminaries: Shapley values

The numerical attribution of the i-th region can be estimated by the
Shapley value ¢ (i).

6= 3 o vy 2P (51U i)~ 0(S)

« N ={1,2, ...,n} denotes input variables (point cloud regions)
* v(8) =log =, where p = p(y =y |x;)

* x¢ denotes the point cloud only containing regions in S € N |



> Regional sensitivities

The rotation/translation/scale/local-structure sensitivity of region i 1s
quantified as the range of changes of this region’s attribution ¢ (i) among all
potential transformations {7} of the rotation/translation/scale/local 3D
structure.

1

Vie N={1,2,---,n}, a;x)= E(mjz}x Pyt =T () (1) — mj’;n Ppr =T () (%))

Z =Er ) ;cn |2 =1(2)(2)|] is computed for normalization.

sensitivity = K cx [EieN[ai(fﬁ)H




> Regional sensitivities

- Rotation sensitivity: enumerate all rotation angles @ = [0y, 0,,03]" from the

range of [— %, %], and obtain a set of rotated point clouds {x' = Tyrotation(X|0)}.




> Regional sensitivities

* Translation sensitivity: enumerate all translations Ax = [Axy, Ax,, Ax3]" from
the range of [—0.5,0.5], and obtain a set of translated point clouds

{x’ — Ttranslation(xle) = x + Ax}.




> Regional sensitivities

* Scale sensitivity: enumerate all scales a from the range of [0.5,2], and obtain a set

of scaled point clouds {x' = Tgcq1e(x]a) = ax}.




> Regional sensitivities

* Sensitivity to linearity (edge-like structures), sensitivity to planarity (surface-
like structures), and sensitivity to scattering (mass-like structures).

L A1 — A2 . A2 — A3 . A3
linearity = . planarity = . scattering = —;
A1 A1 A1
where A; = 1, = A3 are eigenvalues of the covariance matrix of a region’s points!![?,
increase the linearity increase the planarity  increase the scattering

eorm .
[P .

perspective
(a) Increasing all regions’ linearity/planarity/scattering.




> Spatial smoothness

Most benchmark 3D datasets!!!l?] only contain
objects with simple 3D structures, except for
special regions (e.g. edges), most adjacent
regions of such simple objects usually have
similar local 3D structures (e.g. surfaces).

'ﬁ‘ non-smooth smooth
) % These two
S adjacent regions

p T are supposed to have
%)
',I similar attributions
Lt (i.e. similar colors

(c) The smoothness of regional attributions.

non-smoothness = ;e x Kpl; 1K ¢

N (2)

[\qﬁxf(i) — ¢ (4))

Zsmooth a:’:T(:c)}

a set of nearest point cloud
regions of region {

Zsmooth = ETHUJ:’(N) — Ua:’(®)|a:’:T(:c)]
1s computed for normalization.




> Representation complexity

m=3 m=9
: : ik %
Input regions of a DNN do not work s, 2 ek
individually, but collaborate with each % _i “u¥
other to COHS’FI’U.C‘[ a Sp ecific 3D regions I, /, and other 3 regions regions i, j, and other 21 regions
structure for inference. construct the local 3D construct the global 3D
structure of the ear-cap structure of the earphone

(b) Visualizing the interaction of the m-th order.

m-th order interactionl!! between the regions i and j:
1™ (i, ) = Esc (g}, 181=m [0(S U {6, 5}) = v(S U {i}) — v(S U {j}) + v(9)]

Average strength of the m-th order interactions:

7(m) — Eiex [‘Ei,j [Lﬁm) (4,7)] ”




> Comparative studies

Explaining the regional sensitivity of DNNs

Dataset Model rote}t}op
sensitivity

PointNet 0.15940.070

PointNet++ 0.171+0.064

PointConv 0.1454+0.060
ModelNetl0  hoeNN 0.174£0.075

GCNN 0.1744-0.067

adv-GCNN! 0.03440.012

PointNet  0.107+0.065 All DNNs were sensitive to rotations except

PointNet++ 0.142+0.057 . .

PointConv  0.168-:0.073 for the adversarially trained GCNN.
ShapeNet part

DGCNN 0.1414-0.069

GCNN 0.14140.065

adv-GCNN! 0.02840.012

"adv-GCNN denoted the adversarially trained GCNN, which was supposed to be robust to rotation and translation.




> Comparative studies

Explaining the regional sensitivity of DNNs

Table 1: Average sensitivities over all regions among all samples.

Dataset Model rota.lt.io.n trans_la.lti.on sc.a_le. sensitivity sensitivity sensitivity
sensitivity sensitivity sensitivity to edges to surfaces to masses

PointNet 0.15940.070  0.110+0.053  0.0244+0.017 0.0074+0.007 0.010+0.009  0.00940.009

PointNet++ 0.171£0.064  0.004+0.004  0.054+0.027 0.0184+0.011 0.026+0.016 0.029+0.019

ModelNet10 PointConv 0.1454+0.060 2.3e-4+£1.9e-4 0.027+£0.019 0.0104+0.007 0.015+0.011 0.017£0.013

DGCNN 0.174£0.075  0.048+0.024  0.020£0.014 0.016+0.009 0.022+0.014 0.023+0.015

GCNN 0.17440.067  0.050+0.026  0.020+0.014 0.01740.010 0.022+0.014 0.023+0.015

adv-GCNN' 0.0344:0.012  0.007£0.004  0.020+0.014  0.0224-0.014 0.02740.014  0.02940.018

PointNet 0.107£0.065  0.0714+0.032  0.023+0.020 0.005+0.005 0.0044+0.004 0.005+0.005

PointNet++ 0.142+0.057 0.001+0.000  0.044+0.025 0.0144+0.009 0.014+0.009 0.016+0.011

ShapeNet part PointConv 0.1684+0.073  1.4e-5£2.5¢-5 0.053+0.042 0.01740.013 0.016+0.011 0.019+0.015

DGCNN 0.1414+0.069  0.067+0.033  0.020+0.015 0.0144+0.011 0.013+0.011 0.016£0.013

GCNN 0.141+0.065  0.072+0.038  0.021£0.015 0.0144+0.011 0.013£0.010  0.016+0.015

adv-GCNN! 0.028+0.012  0.009+0.008  0.0254+0.020 0.028+0.022  0.024+0.015 0.028+0.019

I"adv-GCNN denoted the adversarially trained GCNN, which was supposed to be robust to rotation and translation.
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> Comparative studies

Explaining the regional sensitivity of DNNs

Dataset Model sensitivity sensitivity sensitivity
to edges to surfaces to masses
PointNet |0.007+0.007  0.01040.009  0.0094-0.009
PointNet++ 0.0184+0.011 0.026+0.016 0.029+0.019
ModelNet10 PointConv 0.010+0.007 0.015+0.011 0.017+0.013
DGCNN  0.0164+0.009 0.0224+0.014 0.023+0.015
GCNN 0.017+0.010 0.022+0.014 0.023+£0.015
adv-GCNN 0.022+0.014 0.02740.014 0.02940.018 . .
PointNet |0.005+0.005 0.004+0.004 0.005+0.005 ]_?OlntNet. dld not e.nCOde. the
PointNet++ 0.014+0.000 _0.014+0.000 0.016-0011 information of nelghbormg
ShapeNet part PointConv 0.01740.013 0.016+0.011 0.019+0.015 . .
peNetpart  LGCNN  0.01440011  0.013£0011  0.016+0013 polnts/regions.
GCNN 0.014+0.011 0.013+0.010 0.016+£0.015
adv-GCNN 0.0284+0.022 0.0244+0.015 0.028+0.019

I"adv-GCNN denoted the adversarially trained GCNN, which was supposed to be robust to rotation and translation.
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> Comparative studies

Explaining the regional attributions

PointNet PointNet++ PointConv DGCNN GCNN adv-GCNN PointNet PointNet++ PointConv DGCNN GCNN adv-GCNN

minimum

Most DNNs usually failed to extract rotation-robust features from 3D points at edges/corner



> Comparative studies

Pearson correlation coefficients between regional attributions and sensitivities.

Models ModelNet10 dataset ShapeNet part dataset
rotation translation scale rotation translation scale
sensitivity sensitivity sensitivity sensitivity sensitivity sensitivity
PointNet 0.648+0.266] 0.637+0.165 0.47340.194 [0.528+0.278] 0.549+0.204 0.538+0.275
PointNet++ |0.811+0.123| 0.41540.189 0.59240.142 10.629+0.154|1 0.2664+0.269 0.543+0.171
PointConv 0.601+0.234| 0.00940.179 0.473+0.174 10.73940.166| -0.0064+0.170 0.617+0.168
DGCNN 0.788+0.111| 0.62240.164 0.494+0.224 10.7254+0.176| 0.649+0.174 0.458+0.201
GCNN 0.832+0.082| 0.61040.131 0.464+0.231 0.69640.158 0.682+0.198 0.431+0.199
adv-GCNN! [0.488+0.167| 0.2984+0.234 0.41440.256 [0.343+0.234| 0.2554+0.223 0.476+0.304

"adv-GCNN denoted the adversarially trained GCNN.




> Comparative studies

Pearson correlation coefficients between regional attributions and sensitivities.

Models ModelNet10 dataset ShapeNet part dataset
rotation translation scale rotation translation scale
sensitivity sensitivity sensitivity sensitivity sensitivity sensitivity
PointNet 0.648+0.266 0.637+0.165 0.473+£0.194 0.5284+0.278 0.5494+0.204  0.538+0.275
PointNet++ 0.811£0.123 0.41540.189 0.592+0.142 0.629+0.154  0.266+£0.269  0.543+0.171
PointConv 0.601+£0.234 0.009£0.179 0.4734+0.174 0.7394+0.166 -0.006+0.170 0.617+0.168
DGCNN 0.788+0.111 0.622+0.164 0.49440.224 0.7254+0.176  0.649+0.174  0.458+0.201
GCNN 0.832+0.082 0.610+£0.131 0.464+0.231 0.6964+0.158 0.682+0.198  0.431+0.199
adv-GCNN! | 0.4884+0.167 0.298+0.234 0.414+0.256 0.343+0.234 0.255+0.223  0.476+0.304

"adv-GCNN denoted the adversarially trained GCNN.




> Comparative studies

Explaining the spatial smoothness of DNNs

Table 3: The non-smoothness of attributions between adjacent regions.

ModelNet10 dataset ShapeNet part dataset Shgpel\lllet é).art c(llataset
Models (removing the biased category)
rotation translation rotation translation rotation translation
PointNet 0.07140.039 0.02940.017 0.025+0.009 0.016+0.005 0.02540.010 0.01540.003
PointNet++ 0.09140.041 0.041+0.022 0.036+0.011 0.0224+0.016 0.03440.010 0.017+0.003
PointConv 0.04740.014 0.0564+0.108 0.080+0.019 0.040+0.017 0.0814+0.020 0.039+0.018
DGCNN 0.07140.024 0.03140.010 0.047+0.019 0.026+0.017 0.0444+0.017 0.021+0.005
GCNN 0.08340.026 0.03440.012 0.050+0.019 0.027+0.010 0.04940.020 0.02540.008
adv-GCNN! | 0.0294+0.012 0.0304+0.013 0.054+0.110 0.056+0.114 0.0224+0.008 0.023+0.008

"adv-GCNN denoted the adversarially trained GCNN.




> Comparative studies

Explaining the spatial smoothness of DNNs
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(b) Visualization of spatial smoothness of regional attributions.

Adversarial training increased the spatial smoothness of knowledge representations.




> Comparative studies

Explaining the representation complexity of DNNs
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> Comparative studies

Explaining the representation complexity of DNNs
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